


CHAPTER ~ 

NORMED SPACES. 
BANACH SPACES 

Particularly useful and important metric spaces are obtained if we take 
a vector space and define on it a metric by means of a norm. The 
resulting space is called a normed space. If it is a complete metric 
space, it is called a Banach space. The theory of normed spaces, in 
particular Banach spaces, and the theory of linear operators defined on 
them are the most highly developed parts of functional analysis. The 
present chapter is devoted to the basic ideas of those theories. 

Important concepts, brief orientation about main content 

A normed space (cf. 2.2-1) is a vector space (cf. 2.1-1) with a 
metric defined by a norm (cf: 2.2-1); the latter generalizes the length of 
a vector in the plane or in three-dimensional space. A Banach space 
(cf. 2.2-1) is a normed space which is a complete metric space. A 
normed space has a completion which is a Banach space (cf. 2.3-2). In 
a normed space we can also define and use infinite series (cf. Sec. 2.3). 

A mapping from a normed space X into a normed space Y is 
called an operator. A mapping from X into the scalar field R or C is 
called a functional. Of particular importance are so-called bounded 
linear operators (cf. 2.7-1) and bounded linear functionals (cf. 2.8-2) 
since they are continuous and take advantage of the vector space 
structure. In fact, Theorem 2.7-9 states that a linear operator is 
continuous if and only if it is bounded. This is a fundamental result. 
And vector spaces are of importance here mainly because of the linear 
operators and functionals they carry. 

It is basic that the set of all bounded linear operators from a given 
normed space X into a given normed space Y can be made into a 
normed space (cf. 2.10-1), which is denoted by B(X, Y). Similarly, the 
set of all bounded linear functionals on X becomes a normed space, 
which is called the dual space X' of X (cf. 2.10-3). 

In analysis, infinite dimensional normed spaces are more impor­
tant than finite dimensional ones. The latter are simpler (cf. Sees. 2.4, 
2.5), and operators on them can be represented by matrices (cf. Sec. 
2.9). 
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Remark on notation 
We denote spaces by X and Y, operators by capital letters 

(preferably T), the image of an x under T by Tx (without paren­
theses), functionals by lowercase letters (preferably f) and the value of f 
at an x by f(x) (with parentheses). This is a widely used practice. 

2.1 Vector Space 

Vector spaces playa role in many branches of mathematics and its 
applications. In fact, in various practical (and theoretical) problems we 
have a set X whose elements may be vectors in three-dimensional 
space, or sequences of numbers, or functions, and these elements can 
be added and multiplied by constants (numbers) in a natural way, the 
result being again an element of X. Such concrete situations suggest 
the concept of a vector space as defined below. The definition will 
involve a general field K, but in functional analysis, K will be R or C. 
The elements of K are called scalars; hence in our case they will be 
r.eal or complex numbers. 

2.1-1 Definition (Vector space). A vector space (or linear space) over 
a field K is a nonempty set X of elements x, y, ... (called vectors) 
together with two algebraic operations. These operations are called 
vector addition and multiplication of vectors by scalars, that is, by 
elements of K. 

Vector addition associates with every ordered pair (x, y) of vectors 
a vector x + y, called the sum of x and y, in such a way that the following 
properties hold.! Vector addition is commutative and associative, that 
is, for all vectors we have 

x+y=y+x 

x+(y+z)=(x+y)+z; 

furthermore, there exists a vector 0, called the zero vector, and for 
every vector x there exists a vector -x, such that for all vectors we 

1 Readers familiar with groups will notice that we can summarize the defining 
properties of vector addition by saying that X is an additive abelian group. 
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have 

x+O=x 

x+(-x)=O. 

Multiplication by scalars associates with every vector x and scalar 
a a vector ax (also written xa), called the product of a and x, in such a 
way that for all vectors x, y and scalars a, (3 we have 

a({3x) = (a{3)x 

Ix =x 

and the distributive laws 

a(x+y)=ax+ay 

(a + (3)x = ax + {3x. I 

From the definition we see that vector addition is a mapping 
XXX~X, whereas multiplication by scalars is a mapping 
KxX~X. 

K is called the scalar field (or coefficient field) of the vector space 
X, and X is called a real vector space if K = R (the field of real 
numbers), and a complex vector space if K = C (the field of complex 
numbers2 ). 

The use of 0 for the scalar 0 as well as for the zero vector should 
cause no confusion, in general. If desirable for clarity, we can denote 
the zero vector by (J. 

The reader may prove that for all vectors and scalars, 

(la) Ox = (J 

(I b) a(J = (J 

and 

(2) (-I)x=-x. 

l Remember that Rand C also denote the real line and the complex plane, 
respectively (cf. 1.1-2 and 1.1-5), but we need not use other letters here since there is 
little unnllcr of confusion. 
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Examples 

2.1-2 Space Rn. This is the Euclidean space introduced in 1.1-5, the 
underlying set being the set of all n-tuples of real numbers, written 
x = (~1. ... , ~n)' Y = (Tl1. ... , TIn), etc., and we now see that this is a real 
vector space with the two algebraic operations defined in the usual 
fashion 

x + Y = (~l + TIl, ... , ~n + TIn) 

ax = (a~h ... , a~n) (a ER). 

The next examples are of a similar nature because in each of them we 
shall recognize a previously defined space as a vector space. 

2.1-3 Space Cn. This space was defined in 1.1-5. It consists of 
all ordered n-tuples of complex numbers x = (~h ... , ~n)' 
y = (TIl, ... ,TIn), etc., and is a complex vector space with the 
algebraic operations defined as in the previous example, where now 
aEC. 

2.1-4 Spal;e C[a, b]. This space was defined in 1.1-7. Each point of 
this space is a continuous real-valued function on [a, b]. The set of all 
these functions forms a real vector space with the algebraic operations 
defined in the usual way: 

(x + y)(t) = x(t)+ y(t) 

(ax )(t) = ax(t) (a ER). 

In fact, x + y and ax are continuous real-valued functions defined on 
[a, b] if x and yare such functions and a is real. 

Other important vector spaces of functions are (a) the vector 
space B(A) in 1.2-2, (b) the vector space of all differentiable functions 
on R, and (c) the vector space of all real-valued functions on [a, b] 
which are integrable in some sense. 

2.1-5 Space JZ. This space was introduced in 1.2-3. It is a vector 
space with the algebraic operations defined as usual in connection with 
sequences, that is, 

(~1. ~2'· .. )+ (TIl> Tl2,· .. ) = (~1 + TIl> ~2+ Tl2,· .. ) 

a(~1> ~2' ... ) = (a~h a~2' ... ). 
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In fact, x = (~j) E f and y = ('Y/j) E f implies x + y E f, as follows readily 
from the Minkowski inequality (12) in Sec. 1.2; also ax E f. 

Other vector spaces whose points are sequences are I"" in 1.1-6, IV in 
1.2-3, where 1 ~ p < +00, and s in 1.2-1. • 

A subspace of a vector space X is a nonempty subset Y of X such 
that for all Yl, Y2 E Y and all scalars a, {3 we have aYl + {3Y2 E Y. Hence 
Y is itself a vector space, the two algebraic operations being those 
induced from X. 

A special subspace of X is the improper subspace Y = X. Every 
other subspace of X (,",{On is called proper. 

Another special subspace of any vector space X is Y={O}. 
A linear combination of vectors XI. ... , Xm of a vector space X is 

an expression of the form 

where the coefficients al. ... , am are any scalars. 
For any nonempty subset Me X the set of all linear combinations 

of vectors of M is called the span of M, written 

spanM. 

Obviously, this is a subspace Yof X, and we say that Y is spanned or 
generated by M. 

We shall now introduce two important related concepts which will 
be used over and over again. 

2.1-6 Definition (Linear independence, linear dependence). Linear 
independence and dependence of a given set M of vectors Xl. ... , Xr 

(r ~ 1) in a vector space X are defined by means of the equation 

(3) 

where ab···, a r are scalars. Clearly, equation (3) holds for 
al = a2 = ... = a r = o. If this is the only r-tuple of scalars for which (3) 
holds, the set M is said to be linearly independent. M is said to be lin­
early dependent if M is not linearly independent, that is, if (3) also holds 
for some r-tuple of scalars, not all zero. 

An arbitrary subset M of X is said to be linearly independent if 
every nonempty finite subset of M is linearly independent. M is said to 
he linearly dependent if M is not linearly independent. • 
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A motivation for this terminology results from the fact that if 
M={x,,···, xr } is linearly dependent, at least one vector of M can 
be written as a linear combination of the others; for instance, if (3) 
holds with an O!r"l:- 0, then M is linearly dependent and we may solve 
(3) for Xr to get 

We can use the concepts of linear dependence and independence 
to define the dimension of a vector space, starting as follows. 

2.1-7 Definition (Finite and infinite dimensional vector spaces). A 
vector space X is said to be finite dimensional if there is a positive 
integer n such that X contains a linearly independent set of n vectors 
whereas any set of n + 1 or more vectors of X is linearly dependent. n 
is called the dimension of X, written n = dim X. By definition, X = {O} 
is finite dimensional and dim X = 0. If X is not finite dimensional, it is 
said to be infinite dimensional. I 

In analysis, infinite dimensional vector spaces are of greater inter­
est than finite dimensional ones. For instance, C[ a, b] and 12 are 
infinite dimensional, whereas Rn and en are n-dimensional. 

If dim X = n, a linearly independent n-tuple of vectors of X is 
called a basis for X (or a basis in X). If {et, ... , en} is a basis for X, 
every x E X has a unique representation as a linear combination of the 
basis vectors: 

For instance, a basis for R n is 

el = (1,0,0, ... ,0), 

e2 = (0, 1,0, ... ,0), 

en = (0, 0,0, ... , 1). 

This is sometimes called the canonical basis for Rn. 
More generally, if X is any vector space, not necessarily finite 

dimensional, and B is a linearly independent subset of X which spans 
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X, then B is called a basis (or Hamel basis) for X. Hence if B is a basis 
for X, then every nonzero x E X has a unique representation as a linear 
combination of (finitely many!) elements of B with nonzero scalars as 
coefficients. 

Every vector space Xi:- {O} has a basis. 

In the finite dimensional case this is clear. For arbitrary infinite 
dimensional vector spaces an existence proof will be given by the use 
of Zorn's lemma. This lemma involves several concepts whose expla­
nation would take us some time and, since at present a number of 
other thin~s are more important to us, we do not pause but postpone 
that existence proof to Sec. 4.1, where we must introduce Zorn's 
lemma for another purpose. 

We mention that all bases for a given (finite or infinite' dimen­
sional) vector space X have the same cardinal number. (A proof would 
require somewhat more advanced tools from set theory; ct. M. M. Day 
(1973), p. 3.) This number is called the dimension of X. Note that this 
includes and extends Def. 2.1-7. 

Later we shall need the following simple 

2.1-8 Theorem (Dimension of a subspace). Let X be an n­
dimensional vector space. Then any proper subspace Y of X has dimen­
sion less than n. 

Proof. If n = 0, then X = {O} and has no proper subspace. If 
dim Y=O, then Y={O}, and Xi:- Y implies dimX~l. Clearly, 
dim Y ~ dim X = n. If dim Y were n, then Y would have a basis of n 
elements, which would also be a basis for X since dim X = n, so that 
X = Y. This shows that any linearly independent set of vectors in Y 
must have fewer than n elements, and dim Y < n. I 

Problems 

1. Show that the set of all real numbers, with the usual addition and 
multiplication, constitutes a one-dimensional real vector space, and the 
set of all complex numbers constitutes a one-dimensional complex 
vector space. 

2. Prove (1) and (2). 
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3. Describe the span of M = {( 1, I, 1), (0, 0, 2)} in R '. 

4. Which of the following subsets of R3 constitute a subspace of R3? 

[Here, x = (~I> ~2' ~3)'] 
(a) All x with ~l =~2 and ~3=O. 
(b) All x with·~I=~+1. 
(c) All x with positive ~h ~2' ~3' 
(d) All x with ~1-~2+~3=k=const. 

s. Show that {Xl>"', xn }, where xj(t) = tj, is a linearly independent set 
in the space C[ a, b]. 

6. Show that in an n-dimensional vector space X, the representation of 
any x as a linear combination of given basis vectors eh"', en is 
unique. 

7. Let {eI> ... ,en} be a basis for a complex vector space X. Find a basis 
for X regarded as a real vector space. What is the dimension of X in 
either case? 

8. If M is a linearly dependent set in a complex vector space X, is M 
linearly dependent in X, regarded as a real vector space? 

9. On a fixed interval [a, b] c: R, consider the set X consisting of all 
polynomials with real coefficients and of degree not exceeding a given 
n, and the polynomial x = 0 (for which a degree is not defined in the 
usual discussion of degree). Show that X, with the usual addition and 
the usual mUltiplication by real numbers, is a real vector space of 
dimension n + 1. Find a basis for X. Show that we can obtain a 
complex vector space X in a similar fashion if we let those coefficients 
be complex. Is X a subspace of X? 

10. If Y and Z are subspaces of a vector space X, show that Y n Z is a 
subspace of X, but Y U Z need not be one. Give examples. 

11. If M;6 0 is any subset of a vector space X, show that span M is a 
subspace of X. 

12. Show that the set of all real two-rowed square matrices forms a vector 
space X. What is the zero vector in X? Determine dim X. Find a basis 
for X. Give examples of subspaces of X. Do the symmetric matrices 
x E X form a subspace? The singular matrices? 

13. (Product) Show that the Cartesian product X = Xl X X2 of two vector 
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spaces over the same field becomes a vector space if. we define the two 
algebraic operations by 

(xt. X2) +(Yt. Y2) = (Xl + Yt. X2 + Y2), 

a(xt. X2) = (axt. aX2). 

14. (Quotient space, codimension) Let Y be a subspace of a vector 
space X. The coset of an element X E X with respect to Y is denoted by 
X + Y and is defined to be the set (see Fig. 12) 

x+Y={vlv=X+y,YEY}. 

Show that the distinct cosets form a partition of X. Show that under 
ldgebraic operations defined by (see Figs. 13, 14) 

(w+ y)+(x+ Y)=(w+x)+ Y 

a(x+y)=ax+Y 

these cosets constitute the elements of a vector space. This space 
is called the quotient space (or sometimes factor space) of X by Y 
(or modulo Y) and is denoted by X/Yo Its dimension is called the 
codimension of Y and is denoted by codim Y, that is, 

codim Y=dim(X/Y). 

15. Let X=R3 and Y=Ut.O, 0) I ~l ER}. Find X/¥, XiX, XI{O}. 

Y 

Fig. 12. Illustration of the notation 
x + Y in Prob. 14 

(w + Y) + (x + Y) = (w + x) + Y 

x+Y 

w+Y 

Y 

Fig. 13. Illustration of vector addition in a 
quotient space (d. Prob. 14) 
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2 (x ~ Y) ~ 2x + I' 

x+Y 

1 (x + YJ = 1 x + Y 
2 2 

Y 

Fig. 14. Illustration of multiplication by scalars in a quotient space (cf. Prob. 14) 

2.2 Normed Space. Banach Space 

The examples in the last section illustrate that in many cases a vector 
space X may at the same time be a metric space because a metric d is 
defined on X. However, if there is no relation between the algebraic 
structure and the metric, we cannot expect a useful and applicable 
theory that combines algebraic and metric concepts. To guarantee such 
a relation between "algebraic" and "geometric" properties of X we 
define on X a metric d in a special way as follows. We first introduce 
an auxiliary concept, the norm (definition below), which uses the 
algebraic operations of vector space. Then we employ the norm to 
obtain a metric d that is of the desired kind. This idea leads to the 
concept of a normed space. It turns out that normed spaces are special 
enough to provide a basis for a rich and interesting theory, but general 
enough to include many concrete models of practical importance. In 
fact, a large number of metric spaces in analysis can be regarded as 
normed spaces, so that a normed space is probably the most important 
kind of space in functional analysis, at least from the viewpoint of 
present-day applications. Here are the definitions: 

2.2-1 Definition (Normed space, Banach space). A normed space 3 X 
is a vector space with a norm defined on it, A Banach space is a 

3 Also called a normed vector space or normed linear space. The definition was given 
(independently) by S. Banach (1922), H. Hahn (1922) and N. Wiener (1922). The theory 
developed rapidly, as can be seen from the treatise by S. Banach (1932) published only 
ten years later. 
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complete normed space (complete in the metric defined by the norm; 
see (1), below). Here a nonn on a (real or complex) vector space X is a 
real-valued function on X whose value at an x E X is denoted by 

"xii (read "norm of x") 

and which has the properties 

(Nl) 

(N2) 

(N3) 

(N4) 

Ilxll~O 

Ilxll=O ~ x=O 

Ilaxll = la'lllxll 

Ilx + yll ~ Ilxll + Ilyll (Triangle inequality); 

here x and yare arbitrary vectors in X and a is any scalar. 
A norm on X defines a metric d on X which is given by 

(1) d(x, y) = Ilx - yll (x, y EX) 

and is called the metric induced by the norm. The normed space just 
defined is denoted by (X, II . II) or simply by X. • 

The defining properties (Nl) to (N4) of a norm are suggested 
and motivated by the length Ixl of a vector x in elementary vector 
algebra, so that in this case we can write Ilxll = Ixl. In fact, (Nl) and 
(N2) state that all vectors have positive lengths except the zero vector 
which has length zero. (N3) means that when a vector is multiplied by 
a scalar, its length is multiplied by the absolute value of the scalar. 
(N4) is illustrated in Fig. 15. It means that the length of one side of a 
triangle cannot exceed the sum of the lengths of the two other sides. 

It is not difficult to conclude from (Nl) to (N4) that (1) does define 
a metric. Hence normed spaces and Banach spaces are metric spaces. 

Fig. 15. Illustration of the triangle inequality (N4) 
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Banach spaces are important because they enjoy certain proper­
ties (to be discussed in Chap 4) which are not shared by incomplete 
normed spaces. 

For later use we notice that (N4) implies 

(2) Illy" -llxlll ~ Ily - xii, 

as the reader may readily prove (cf. Prob. 3). Formula (2) implies an 
important property of the norm: 

The norm is continuous, that is, x ~ Ilxll is a continuous mapping 
of (X, 11·11) into R. (Cf. 1.3-3.) 

Prototypes of normed spaces are the familiar spaces of all vectors 
in the plane and in three dimensional space. Further examples result 
from Secs. 1.1 and 1.2 since some of the metric spaces in those sections 
can be made into normed spaces in a natural way. However, we shall 
see later in this section that not every metric on a vector space can be 
obtained from a norm. 

Examples 

2.2-2 Euclidean space Rn and unitary space en. These spaces were 
defined in 1.1-5. They are Banach spaces with norm defined by 

(3) 

In fact, R n and en are complete (cf. 1.5-1), and (3) yields the metric 
(7) in Sec. 1.1: / 

We note in particular that in R3 we have 

This confirms our previous remark that the norm generaliz~s the 
elementary notion of the length Ixl of a vector. 
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2.2-3 Space IP. This space was defined in 1.2-3. It is a Banach space 
with norm given by 

(4) 

In fact, this norm induces the metric in 1.2-3: 

Completeness was shown in 1.5-4. 

2.2-4 Space t=. This space was defined in 1.1-6 and is a Banach 
space since its metric is obtained from the norm defined by 

Ilxll = s~p Igj I 
J 

and completeness was shown in 1.5-2. 

2.2-5 Space e[a, b]. This space was defined in 1.1-7 and is a Banach 
space with norm given by 

(5) Ilxll = max Ix(t)1 
tEI 

where J = [a, b]. Completeness was shown in 1.5-5. 

2.2-6 Incomplete normed spaces. From the incomplete metric spaces 
in 1.5-7, 1.5-8 and 1.5-9 we may readily obtain incomplete normed 
spaces. For instance, the metric in 1.5-9 is induced by the norm 
defined by 

(6) Ilxll = r Ix(t)1 dt. 

Can every incomplete normed space be completed? As a metric space 
certainly by 1.6-2. But what about extending the operations of a vector 
space and the norm to the completion? We shall see in the next section 
that the extension is indeed possible. 
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2.2-7 An incomplete normed space and its completion L2[a, b). The 
vector space of all continuous real-valued functions on [a, b] forms a 
normed space X with norm defined by 

(7) ( rb )112 Ilxll = 1 X(t)2 dt . 

This space is not complete. For instance, if [a, b] = [0, 1], the sequence 
in 1.5-9 is also Cauchy in the present space X; this is almost obvious 
from Fig. 10, Sec. 1.5, and results formally by integration because for 
n > m we obtain 

This Cauchy sequence does not converge. The proof is the same as in 
1.5-9, with the metric in 1.5-9 replaced by the present metric. For a 
general interval [a, b] we can construct a similar'" Cauchy sequence 
which does not converge in X. 

The space X can be completed by Theorem 1.6-2. The completion 
is denoted by L 2[a, b]. This is a Banach space. In fact, the norm on X 
and the operations of vector space can be extended to the completion 
of X, as we shall see from Theorem 2.3-2 in the next section. 

More generally, for any fixed real number p ~ 1, the Banach space 

is the completion of the normed space which consists of all continuous 
real-valued functions on [a, b], as before, and the norm defined by 

(8) ( rb )l/P Ilxllp = 1 Ix(t)iP dt . 
/ 

The sUbscript p is supposed to remind us that this norm depends on 
the choice of p, which is kept fixed. Note that for p = 2 this equals (7). 

For readers familiar with the Lebesgue integral we want to men­
tion that the space LP[a, b] can also be obtained in a direct way by the 
use of the Lebesgue integral and Lebesgue measurable functions x on 
[a, b] such that the Lebesgue integral of IxlP over [a, b] exists and is 
finite. The elements of LP[a, b] are equivalence classes of those 
functions, where x is equivalent to y if the Lebesgue integral of Ix - yiP 
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over [a, b] is zero. [Note that this guarantees the validity of axiom 
(N2).] 

Readers without that background should not be disturbed. In fact, 
this example is not essential to the later development. At any rate, the 
example illustrates that completion may lead to a new kind of elements 
and one may have to find out what their nature is. 

2.2-8 Space s. Can every metric on a vector space be obtained from 
a norm? The answer is no. A counterexample is the space s in 1.2-1. 
In fact, s is a vector space, but its metric d defined by 

cannot be obtained from a norm. This may immediately be seen from 
the following lemma which states two basic properties of a metric d 
obtained from a norm. The first property, as expressed by (9a), is 
called the translation invariance of d. 

2.2-9 Lemma (Translation invariance). A metric d induced by a norm 
on a normed space X satisfies . 

(9) 
(a) 

(b) 

d(x+a, y+a)=d(x, y) 

d(ax, ay) = lal d(x, y) 

for all x, y, a E X and every scalar a. 

and 

Proof. We have 

d(x+a, y+a)=llx+a-(y+a)II=llx-yll=d(x, y) 

d(ax, ay) = Ilax -ayll = lallix - yll = lal d(x, y). • 

Problems 

1. Show that the norm Ilxll of x is the distance from x to O. 

2. Verify that the usual length of a vector in the plane or in three 
dimensional space has the properties (Nt) to (N4) of a norm. 
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3. Prove (2). 

4. Show that we may replace (N2) by 

Ilxll=O x=O 

without altering the concept of a norm. Show that nonnegativity of a 
norm also follows from (N3) and (N4). 

5. Show that (3) defines a norm. 

6. Let X be the vector space of all ordered pairs x = (g1> g2), 
y = (111) 112), ... of real numbers. Show that norms on X are defined by 

7. Verify that (4) satisfies (N1) to (N4). 

8. There are several norms of practical importance on the vector space of 
ordered n-tuples of numbers (cf. 2.2-2), notably those defined by 

Ilxlll = IgII + Ig21 + ... + Ignl 

Ilxllp = (lgIIP + Ig21P + ... + IgnIP)I/p (l<p<+oo) 

In each case, verify that (N1) to (N4) are satisfied. 

9. Verify that (5) defines a norm. / 

10. (Unit sphere) The sphere 

S(O; 1) ={x E X Illxll = 1} 

in a normed space X is called the unit sphere. Show that for the norms 
in Prob. 6 and for the norm defined by 

the unit spheres look as shown in Fig. 16. 
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Fig. 16. Unit spheres in Prob. 10 

IIXII.,= 1 

IIxl~ = 1 

IIXII2 = 1 

IIxll1 = 1 

6S 

11. (Convex set, segment) A subset A of a vector space X is said to be 
convex if x, YEA implies 

M={ZEXlz=ax+(1-a)y, O~a~1}cA. 

M is called a closed segment with boundary points x and y; any other 
Z E M is called an interior point of M. Show that the closed unit ball 

B(O; 1) ={x E X Illxll~ 1} 

in a normed space X is convex. 

(a) Convex (b) Not convex 

FlI.17. Illustrative examples of convex and nonconvex sets (d. Prob. 11) 
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12. Using Prob. 11, show that 

does not define a norm on the vector space of all ordered pairs 
x = (gl> g2), ... of real nwnbers. Sketch the curve cp(x) = 1 and com­
pare it with Fig. 18. 

-1 

Fig. 18. Curve rp(x) = 1 in Prob. 12 

13. Show that the discrete metric on a vector space X¢. {O} cannot be 
obtained from a norm. (Cf. 1.1-8.) 

14. If d is a metric on a vector space X¢.{O} which is obtained from a 
norm, and d is defined by 

d(x, x) = 0, d(x, y)=d(x, y)+l (x¢. y), 

show that d cannot be obtained from a norm. 

15. (Bounded set) Show that a subset M in a normed space X is bounded 
if and only if there is a positive nwnber c such that Ilxll ~ c for every 
x EM. (For the definition, see Prob. 6 in Sec. 1.2.) 



2.3 Further Properties of Normed Spaces 67 

2.3 Further Properties of Normed Spaces 

By definition, a subspace Yof a normed space X is a subspace of X 
considered as a vector space, with the norm obtained by restricting the 
norm on X to the subset Y. This norm on Y is said to be induced by 
the norm on X. If Y is closed in X, then Y is called a closed subspace 
of X. 

By definition, a subspace Y of a Banach space X is a subspace of 
X considered as a normed space. Hence we do not require Y to be 
complete. (Some writers do, so be careful when comparing books.) 

In this connection, Theorem 1.4-7 is useful since it yields im­
mediately the following 

2.3-1 Theorem (Subspace of a Banach space). A subspace Y of a 
Banach space X is complete if and only if the set Y is ciosed in X. 

Convergence of sequences and related concepts in normed spaces 
follow readily from the corresponding definitions 1.4-1 and 1.4-3 for 
metric spaces and the fact that now d(x, y) = Ilx - yll: 

(1) 

(i) A sequence (x,.) in a normed space X is convergent if X 
contains an x such that 

lim IIxn-xll=O. n __ 
OO 

Then we write Xn ~ x and call x the limit of (x,,). 

(ii) A sequence (x,,) in a normed space X is Cauchy if for every 
e > 0 there is an N such that 

for all m, n > N 

Sequences were available to us even in a general metric space. In 
a narmed space we may go an important step further and use series as 
fu~~. J 

Infinite series can now be defined in a way similar to that in 
calculus. In fact, if (Xk) is a sequence in a normed space X, we can 
associate with (Xk) the sequence (sn) of partial sums 

sn = Xl + X2 + ... + Xn 
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where n = 1, 2, .... If (sn) is convergent, say, 

sn~s, that is, \\Sn - s\\ ~ 0, 

then the infinite series or, briefly, series 

(2) 
00 

L Xk = Xl + X2 + ... 
k~l 

is said to converge or to be convergent, s is called the sum of the series 
and we write 

00 

s = L Xk = Xl + X2 + .... 
k~l 

If \\XI\\ + \\X2\\ + ... converges, the series (2) is said to be absolutely 
convergent. However, we warn the reader that in a normed space X, 
absolute convergence implies convergence if and only if X is complete 
(cf. Probs. 7 to 9). 

The concept of convergence of a series can be used to define a 
"basis" as follows. If a normed space X contains a sequence (en) with 
the property that for every X E X there is a unique sequence of scalars 
(un) such that 

(3) (as n~oo) 

then (en) is called a Schauder basis (or basis) for X. The series 

which has the sum X is then called the expansion of x with respect to 
(en), and we write 

For example, IP in 2.2-3 has a Schauder basis, namely (en), where 
en = (8,.j), that is, en is the sequence whose nth term is 1 and all other 
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terms are zero; thus 

el =(1, 0, 0, 0,···) 

(4) e2 = (0,1,0,0, ... ) 

e3 = (0, 0, 1,0, ... ) 
etc. 

If a normed space X has a Schauder basis, then X is separable (cf. 
Def. 1.3-5). The proof is simple, so that we can leave it to the reader 
(Prob. 10). Conversely, does every separable Banach space have a 
Schauder basis? This is a famous question raised by Banach himself 
about forty years ago. Almost all known separable Banach spaces had 
been shown to possess a Schauder basis. Nevertheless, the surprising 
answer to the question is no. It was given only quite recently, by P. 
Enflo (1973) who was able to construct a separable Banach space 
which has no Schauder basis. 

Let us finally turn to the problem of completing a normed space, 
which was briefly mentioned in the last section. 

2.3-2 Theorem (Completion). Let X = (X, 11·11) be a normed space. 
Then there is a Banach space X and an isometry A from X onto a 
subspace W of X which is dense in X. The space X is unique, except for 
isometries. 

Proof. Theorem 1.6-2 implies the existence of a complete metric 
space X = (x, d) and an isometry A: X - W = A (X), where W is 
dense in X and X is unique, except for isometries. (We write A, not T 
as in 1.6-2, to free the letter T for later applications of the theorem in 
Sec. 8.2) Consequently, to prove the present theorem, we must make 
X into a vector space and then introduce on X a suitable norm. 

To define on X the two algebraic operations of a vector space, we 
consider any X, y E X and any representatives (x..) E X and (Yn) E y. 
Remember that x and yare equivalence classes of Cauchy sequences 
in X. We set Zn = Xn + Yn' Then (zn) is Cauchy in X since 

We define the sumz = x + y of x and y to be the equivalence class for 
which (zn) is a representative; thus (zn) E Z. This definition isjndepend ... 
ent of the particular choice of Cauchy sequences belonging to x and 
y. In fact, (1) in Sec. 1.6 shows that if (x..)-(x..') and (Yn)-(Yn'), then 
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Similarly we define the product ax E X of a scalar a and x to be the 
equivalence class for which (axn) is a representative. Again, this 
definition is independent of the particular choice of a representative of 
x. The zero element of X is the equivalence class containing all Cauchy 
sequences which converge to zero. It is not difficult to see that those 
two algebraic operations have all the properties required by the 
definition, so that X is a vector space. From the definition it follows 
that on W the operations of vector space induced from X agree with 
those induced from X by means of A. 

Furthermore, A induces on W a norm "·IIt. whose value at every 
9 = Ax E W is 11911t = Ilxll. The corresponding metric on W is the restric­
tion of d to W since A is isometric. We can extend the norm 11·111 to X 
by setting Ilxllz = d(O, x) for every X EX. In fact, it is obvious that II· liz 
satisfies (Nl) and (N2) in Sec. 2.2, and the other two axioms (N3) and 
(N4) follow from those for 11·111 by a limit process. • 

Problems 

1. Show that C c [00 is a vector subspace of [00 (cf. 1.5-3) and so is Co, the 
space of all sequences of scalars converging to zero. 

2. Show that Co in Prob. 1 is a closed subspace of [00, so that Co is complete 
by 1.5-2 and 1.4-7. 

3. In [00, let Y be the subset of all sequences with only finitely many 
nonzero terms. Show that Y is a subspace of [00 but not a closed 
subspace. 

4. (Continuity of vector space operations) Show that in a normed space 
X, vector addition and multiplication by scalars are continuous opera­
tions with respect to the norm; that is, the mappings defined by 
(x, y) ~ x+y and (a, x) ~ ax are continuous. 

5. Show that x" ~ x and Yn ~ Y implies Xn + Yn ~ X + y. Show that 
an ~ a and Xn ~ x implies anx" ~ ax. 

6. Show that the closure Y of a subspace Y of a normed space X is again 
a vector subspace. 
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7. (Absolute convergence) Show that convergence of IIYIII + IIY211 + IIY311 + ... 
may not imply convergence of YI + Y2 + Y3 + .... Hint. Consider Y in 
Prob. 3 and (Yn), where Yn = ('Y/jn», 'Y/~n) = l/n2, 'Y/jn) = 0 for all j¥ n. 

8. If in a normed space X, absolute convergence of any series always 
implies convergence of that series, show that X is complete. 

9. Show that in a Banach space, an absolutely convergent series is 
convergent. 

10. (Schauder basis) Show that if a normed space has a Schauder basis, it 
is separable. 

11. Show that (en), where en = (c'>nj), is a Schauder basis for IP, where 
1 ~p<+oo. 

12. (Seminonn) A seminorm on a vector space X is a mapping 
p: X~R satisfying (N1), (N3), (N4) in Sec. 2.2. (Some authors 
call this a pseudonorm.) Show that 

p(O}= 0, 

Ip(y}- p(x}1 ~p(y - x}. 

(Hence if p(x) = 0 implies x = 0, then p is a norm.) 

13. Show that in Prob. 12, the ele~ents x E X such that p(x) = 0 form a 
subspace N of X and a norm on X/N (cf. Prob. 14, Sec. 2.1) is defined 
by Ilxllo=p(x), where XEX and x EXIN. 

14. (Quotient space) Let Y be a closed subspace of a normed space 
(X, 11·11). Show that a norm 11·110 on XIY (cf. Prob. 14, Sec. 2.1) is defined 
by 

Ilxllo = inf Ilxll 
xeX 

where x E XI Y, that is, x is any coset of Y. 

15. (Product of nonned spaces) If (Xl> II· III) and (X2 , II· liz) are normed 
spaces, show that the product vector space X = Xl X X2 (cf. Prob. 13, 
Sec. 2.1) becomes a normed space if we define 
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2.4 Finite Dimensional Normed Spaces 
and Suhspaces 

Are finite dimensional normed spaces simpler than infinite dimensional 
ones? In what respect? These questions are rather natural. They are 
important since finite dimensional spaces and subspaces play a role in 
various considerations (for instance, in approximation theory and 
spectral theory). Quite a number of interesting things can be said in 
this connection. Hence it is worthwhile to collect some relevant facts, 
for their own sake and as tools for our further work. This is our 
program in this section and the next one. 

A source for results of the desired type is the following lemma. 
Very roughly speaking it states that in the case of linear independence 
of vectors we cannot find a linear combination that involves large 
scalars but represents a small vector. 

2.4-1 Lemma (Linear combinations). Let {Xl, ... ,x,.} be a linearly 
independent set of vectors in a normed space X (of any dimension). 
Then there is a number c > 0 such that for every choice of scalars 
al> .•. , an we have 

(1) (c > 0). 

Proof. We write s = lall + ... + Ian I. If s = 0, all aj are zero, so 
that (1) holds for any c. Let s > O. Then (1) is equivalent to the 
inequality which we obtain from (1) by dividing by s and writing 
~j = ais, that is, 

(2) 

I 

Hence it suffices to prove the existence of a c > 0 such that (2) holds 
for every n-tuple of scalars ~h •.• , ~n with L I~jl = 1. 

Suppose that this is false. Then there exists a sequence (Ym) of 
vectors 

such that 

as m~oo. 
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Now we reason as follows. Since L 1~~m)1 = 1, we have 1~~m)1 ~ 1. Hence 
for each fixed j the sequence 

is bounded. Consequently, by the Bolzano-Weierstrass theorem, (~~m») 
has a convergent subsequence. Let ~l denote the limit of that subse­
quence, and let (Yl,m) denote the corresponding subsequence of (Ym). By 
the same argument, (Yl,m) has a subsequence (Y2,m) for which the 
corresponding subsequence of scalars ~~m) converges; let ~2 denote the 
limit. Continuing in this way, after n steps we obtain a subsequence 
(Yn,m) = (Yn,I, Yn,2, ... ) of (Ym) whose terms are of the form 

with scalars 1'~m) satisfying 1'}m) ~ ~j as m ~ 00. Hence, as 
m~oo, 

n 

Yn,m ~ Y = L ~jXi 
j=l 

where L I~il = 1, so that not all ~i can be zero. Since {XI, ..• ,xn } is a 
linearly independent set, we thus have Y -F O. On the other hand, 
Yn,m ~ Y implies IIYn,ml1 ~ IIYII, by the continuity of the norm. Since 
IIYml1 ~ 0 by assumption and (Yn,m) is a subsequence of (Ym), we must 
have IIYn,ml1 ~ O. Hence IIYII = 0, so that Y = 0 by (N2) in Sec. 2.2. 
This contradicts Y -F 0, and the lemma is proved. • 

/ 

As a first application of this lemma, let us prove the basic 

2.4-2 Theorem (Completeness). Every finite dimensional subspace Y 
of a normed space X is complete. In particular, every finite dimensional 
normed space is complete. 

Proof We consider an arbitrary Cauchy sequence (Ym) in Yand 
show that it is convergent in Y; the limit will be denoted by y. Let 
dim Y = nand {e" ... , en} any basis for Y. Then each Ym has a unique 
representation of the form 
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Since (Ym) is a Cauchy sequence, for every E > 0 there is an N such that 
IIYm - Yrll < B when m, r> N. From this and Lemma 2.4-1 we have for 
some c>O 

where m, r> N. Division by c > 0 gives 

(m, r>N). 

This shows that each of the n sequences 

j= 1,···, n 

is Cauchy in R or C. Hence it converges; let aj denote the limit. Using 
these n limits aI, ... , a,,, we define 

Clearly, Y E Y. Furthermore, 

On the right, a jm)-----+aj. Hence IIYm - yll---+O, that is, Ym ------y. 
This shows that (Ym) is convergent in Y. Since (Ym) was an arbitrary 
Cauchy sequence in Y, this proves that Y is complete. • 

"-
From this theorem and Theorem 1.4-7 we have 

2.4-3 Theorem (Closedness). Every finite dimensional subspace Y of 
a normel1 space X is closed in X. 

We shall need this theorem at several occasions in our further 
work. 

Note that infinite dimensional subspaces need not be close'd. 
Example. Let X=C[O,1] and Y=span(xo,xl,···), where Xj(t)=ti, 

so that Y is the set of all polynomials. Y is not closed in X. (Why?) 
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Another interesting property of a finite dimensional vector space 
X is that all norms on X lead to the same topology for X (d. Sec. 1.3), 
that is, the open subsets of X are the same, regardless of the particular 
choice of a norm on X. The details are as follows. 

2.4-4 Definition (Equivalent norms). A norm 11·11 on a vector space 
X is said to be equivalent to a norm II . 110 on X if there are positive 
numbers a and b such that for all x E X we have 

(3) allxllo ~ Ilxll ~ bllxllo. 

This concept is motivated by the following fact. 

Equivalent norms on X define the same topology for X. 

I 

Indeed, this follows from (3) and the fact that every nonempty 
open set is a union of open balls (d. Prob. 4, Sec. 1.3). We leave the 
details of a formal proof to the reader (Prob. 4), who may also show 
that the Cauchy sequences in (X, 11·11) and (X, II· 110) are the same (Prob. 
5). 

Using Lemma 2.4-1, we can now prove the following theorem 
(which does not hold for infinite dimensional spaces). 

2.4-5 Theorem (Equivalent norms). On a finite dimensional vector 
space X, any norm II . II is equivalent to any other norm II . 110' 

Proof. Let dim X = nand {el, ... , en} any basis for X. Then every 
x E X has a unique representation 

By Lemma 2.4-1 there is a positive constant c such that 

On the other hand the triangle inequality gives 

" n 

Ilxllo~ L la}llleillo~k L lail, 
}=l }=1 

k = m!1x Ilejllo. 
I 

Together, allxllo~llxll where a=c/k>O. The other inequality in (3) is 
now obtained by an interchange of the roles of II· II and II . 110 in the 
preceding argument. I 
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This theorem is of considerable practical importance. For instance, 
it implies that convergence or divergence of a sequence in a finite 
dimensional vector space does not depend on the particular choice of a 
norm on that space. 

Problems 

1. Give examples of subspaces of [00 and e which are not closed. 

2. What is the largest possible c in (1) if X = R2 and Xl = (1, 0), 
X2 = (0, I)? If X = R3 and Xl = (1, 0, 0), X2 = (0, 1,0), X3 = (0, 0, I)? 

3. Show that in Def. 2.4-4 the axioms of an equivalence relation hold (d. 
Al.4 in Appendix 1). 

4. Show that equivalent norms on a vector space X induce the same 
topology for X. 

5. If II· II and II· lin are equivalent norms on X, show that the Cauchy 
sequences in (X, II ·11) and (X, 11·110) are the same. 

6. Theorem 2.4-5 implies that II . liz and 11·1100 in Prob. 8, Sec. 2.2, are 
equivalent. Give a direct proof of this fact. 

7. Let II· liz be as in Prob. 8, Sec. 2.2, and let 11·11 be any norm on that 
vector space, call it X. Show directly (without using 2.4-5) that there is 

a b > ° such that Ilxll ~ b Ilxllz for all x. 

8. Show that the norms II ·111 and II· liz in Prob. 8, Sec. 2.2, satisfy 

1 
~ Ilxllt ~ 114 ~ Ilxlb· 

9. If two norms II . II and II . 110 on a vector space X are equivalent, show 
that (i) Ilxn - xll---- 0 implies (ii) Ilxn - xllo ---- ° (and vice versa, of 
course). 

10. Show that all complex m x n matrices A = (ajk) with fixed m and n 

constitute an mn-dimensional vector space Z. Show that all norms on 
Z are equivalent. What would be the analogues of II· III> II . 112 and II . 1100 

in Prob. 8, Sec. 2.2, for the present space Z? 



2.5 Compactness and Finite Dimension 77 

2.5 Compactness and Finite Dimension 

A few other basic properties of finite dimensional normed spaces and 
subspaces are related to the concept of compactness. The latter is 
defined as follows. 

2.5-1 Definition (Compactness). A metric space X is said to be 
compact4 if every sequence in X has a convergent subsequence. A 
subset M of X is said to be compact if M is compact considered as a 
subspace of X, that is, if every sequence in M has a convergent 
subsequence whose limit is an element of M. • 

A general property of compact sets is expressed in 

2.5-2 Lemma (Compactness). A compact subset M of a metric space 
is closed and bounded. 

Proof. For every x E M there is a sequence (x..) in M such that 
Xn - x; cf. 1.4-6(a). Since M is compact, x E M Hence M is closed 
because x EM was arbitrary. We prove that M is bounded. If M were 
unbounded, it would contain an unbounded sequence (Yn) such that 
d(Yn, b» n, where b is any fixed element. This sequence could not 
have a convergent subsequence since a convergent subsequence must 
be bounded, by Lemma 1.4-2 .• 

The converse of this lemma is in general false. 

Proof. To prove this important fact, we consider the sequence 
(en) in 12 , where en = (i>nj) has the nth term 1 and all other terms 0; cf. 
(4), Sec. 2.3. This sequence is bounded since Ilenll = 1. Its terms 
constitute a point set which is closed because it has no point of 
accumulation. For the same reason, that point set is not compact. • 

However, for a finite dimensional normed space we have 

2.5-3 Theorem (Compactness). In a finite dimensional normed space 
X, any subset M c X is compact if and only if M is closed and bounded. 

4 More precisely, sequentially compact; this is the most important kind of compact­
ness in analysis. We mention that there are two other kinds of compactness, but for 
metric spaces the three concepts become identical, so that the distinction does not matter 
in our work. (The interested reader will find some further remarks in A 1.5. Appendix 1.) 
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Proof'. Compactness implies closed ness and boundedness by 
Lemma 2.5-2, and we prove the converse. Let M be closed and 
bounded. Let dim X = nand {et, ... , en} a basis for X. We consider 
any sequence (xm) in M. Each Xm has a representation 

Since M is bounded, so is (xm), say, Ilxmll::;;; k for all m. By Lemma 
2.4-1, 

where c > o. Hence the sequence of numbers (~jm) (j fixed) is 
bounded and, by the Bolzano-Weierstrass theorem, has a point of 
accumulation ~;; here 1::;;; i::;;; n. As in the proof of Lemma 2.4-1 we 
conclude that (Xm) has a subsequence (zm) which converges to 
z = L ~jl1. Since M is closed, Z E M. This shows that the arbitrary sequence 
(xm) in M has a subsequence which converges in M. Hence M is 
compact. I 

\ 

Our discussion shows the following. In R n (dr in any other finite 
dimensional normed space) the compact subse~ are precisely the 
closed and bounded subsets, so that this property (closedness and 
boundedness) can be used for defining compactness. However, this can 
no longer be done in the case of an infinite dimensional normed space. 

A source of other interesting results is the following lemma by 
F. Riesz (1918, pp. 75-76). 

2.5-4 F. Riesz's Lemma. Let Y and Z be subspaces of a normed space 
X (of any dimension), and suppose that Y is closed and is a proper 
subset of Z. Then for every real number (J in the interval (0,1) there is a 
Z E Z such that 

Ilzll= 1, liz - yll ~ (J for all y E Y. 

Proof. We consider any v E Z - Y and denote its distance from 
Y by a, that is (Fig. 19), 

a = inf Ilv - yll. 
YE¥ 
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z 
x 

Fig. 19. Notations in the proof of Riesz's lemma 

Clearly, a> 0 since Y is closed. We now take any 6 E (0, 1). By the 
definition of an infimum there is a Yo E Y such that 

"'" en 
(note that a/6 > a since 0 < 6 < 1). Let 

1 
where c = :-:----:: 

Ilv-Yoll· 

Then Ilzll = 1, and we show that liz - YII ~ 6 for every Y E Y. We have 

liz - YII = 11c( v - Yo) - YII 
= c IIv - Yo- c-1ylI 

=c Ilv-Ylll 
where 

The form of Yl shows that Yl E Y. Hence Ilv - Ylil ~ a, by the definition 
of a. Writing c out and using (1), we obtain 

a a 
Ilz-YII= c IIV-Y111~ca =11 11>-/ = 6. v - Yo a 6 

Since Y E Y was arbitrary, this completes the proof. I 
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In a finite dimensional normed space the closed unit ball is 
compact by Theorem 2.5-3. Conversely, Riesz's lemma gives the 
following useful and remarkable 

2.5-5 Theorem (Finite dimension). If a normed space X has the 
property that the closed unit ball M = {x Illxll ~ I} is compact, then X is 
finite dimensional. 

Proof. We assume that M is compact but dim X = 00, and show 
that this leads to a contradiction. We choose any Xl of norm 1. This Xl 

generates a one dimensional subspace Xl of X, which is closed (cf. 
2.4-3) and is a proper subspace of X since dim X = 00. By Riesz's 
lemma there is an X2 E X of norm 1 such that 

The elements X" X2 generate a two dimensional proper closed sub­
space X2 of X. By Riesz's lemma there is an X3 of norm 1 such that for 
all X E X2 we have 

In particular, 

1 IIx3 - xii ~-. 
, 2 

'~'J 
IIx3 - Xlii ~2' 

1 
IIx3 - x211 ~2· 

Proceeding by induction, we obtain a sequence (xn) of elements Xn E M 
soch that 

(mi= n). 

Obviously, (Xn) cannot have a convergent subsequence. This con­
tradicts the compactness of M. Hence our assumption dim X = 00 is 
false, and dim X < 00. • 

This theorem has various applications. We shall use it in Chap. 8 
as a basic tool in connection with so-called compact operators. 
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Compact sets are important since they are "well-behaved": they 
have several basic properties similar to those of finite sets and not 
shared by noncompact sets. In connection with continuous mappings a 
fundamental property is that compact sets have compact images, as 
follows. 

2.5-6 Theorem (Continuous mapping). Let X and Y be metric spaces 
and T: X - Ya continuous mapping (cf. 1.3-3). Then the image of 
a compact subset M of X under T is compact. 

Proof. By the definition of compactness it suffices to show that 
every sequence (Yn) in the image T(M) c Y contains a subsequence 
which converges in T(M). Since Yn E T(M), we have Yn = Tx,. for some 
Xn EM Since M is compact, (xn) contains a subsequence (xn,J which 
converges in M. The image of (xn.) is a subsequence of (Yn) which 
converges in~(M) by 1.4-8 because T is continuous. Hence T(M) is 
compact. I 

From this theorem we conclude that the following property, 
well-known from calculus for continuous functions, carries over to 
metric spaces. 

2.5-7 Corollary (Maximum and minimum). A continuous mapping T 
of a compact subset M of a metric space X into R assumes a maximum 
and a minimum at some points of M. 

Proof. T(M) c R is compact by Theorem 2.5-6 and closed and 
bounded by Lemma 2.5-2 [applied to T(M)], so that inf T(M)E T(M), 
sup T(M) E T(M), and the inverse images of these two points consist of 
points of M at which Tx is minimum or maximum, respectively. I 

Problems 

1. Show that Rn and en are not compact. 

2. Show that a discrete metric space X (cf. 1.1-8) consisting of infinitely 
many points is not compact. 

3. Give examples of compact and noncompact curves in the plane R2. 
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4. Show that for an infinite subset M in Ihe space s (d. 2.2-8) to be 
compact, it is necessary that there arc numhers 1'1,1'2, ... such that for 
all X=(~k(X»EM we have l~k(X)I~1'k. (II can he shown that the 
condition is also sufficient for the compactness of M.l 

S. (Local compactness) A metric space X is said to be locally compact if 
every point of X has a compact neighborhood. Show that Rand C and, 
more generally, R" and C" are locally compact. 

6. Show that a compact metric space X is locally compact. 

7. If dim Y < 00 in Riesz's lemma 2.5-4, show that one can even choose 
8 = 1. 

8. In Prob. 7, Sec. 2.4, show directly (without using 2.4-5) that there is an 
a> 0 such that a Ilxlb:;;;; Ilxll. (Use 2.5-7.) 

9. If X is a compact metric space and Me X is closed, show that M is 
compact. 

10. Let X and Y be metric spaces, X compact, and T: X ~ Y bijective 
and continuous. Show that T is a homeomorphism (d. Prob. 5, Sec. 
1.6). 

2. 6 Linear Operators 

In calculus we consi~~ the real line R and real-valued functions on R 
(or on a subset of R).~oi;viously, any such function is a mapping5 of its 
domain into R. In functiohal analysis we consider more general spaces, 
such as metric spaces and normed spaces, and mappings of these 
spaces. 

In the case of vector spaces and, in particular, normed spaces, a 
mapping is called an operator. 

Of special interest are operators which "preserve" the two alge­
braic operations of vector space, in the sense of the following definition. 

2.6-1 Definition (Linear operator). A linear operator T is an 
operator such that 

(i) the domain qjJ(T) of T is a vector space and the range !!1i(T) 
lies in a vector space over the same field, 

5 Some familiarity with the concept of a mapping and simple related concepts is 
assumed, but a review is included in A1.2; d. Appendix 1. 
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(ii) for all x, y E 2lJ( T) and scalars a, 

(1) 
T(x+y) = Tx + Ty 

T(ax)=aTx. 

83 

• 
Observe the notation; we write Tx instead of T(x); this simplifica­

tion is standard in functional analysis. Furthermore, for the remainder 
of the book we shall use the following notations. 

2lJ(T) denotes the domain of T. 
<Jt(T) denotes the range of T. 
j{(T) denotes the null space of T. 

By definition, the null space of T is the set of all x E 2lJ(T) such that 
Tx = O. (Another word for null space is "kernel." We shall not adopt 
this term since we must reserve the word "kernel" for another purpose 
in the theory of integral equations.) 

We should also say sOnlclhing about the use of arrows in con­
nection with operators. Let !?lJ(T) c X and [Jlt(T) c Y, where X and Yare 
vector spaces, both real or both complex. Then T is an operator from 
(or mapping of) CllJ(T) onto QR(T), written 

or from 2lJ(T) into Y, written 

T: 2lJ(T)~ Y. 

If 2lJ(T) is the whole space X, then-and only then-we write 

T:X~Y. 

Clearly, (1) is equivalent to 

(2) T(ax + (3y) = aTx + {3Ty. 

By taking a = 0 in (1) we obtain the following formula which we 
shall need many times in our further work: 

(3) TO=O. 
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Formula (1) expresses the fact that a linear operator T is a 
homomorphism of a vector space (its domain) into another vector 
space, that is, T preserves the two operations of vector space, in the 
following sense. In (1) on the left we first apply a vector space 
operation (addition or multiplication by scalars) and then map the 
resulting vector into Y, whereas on the right we first map x and y into 
Y and then perform the vector space operations in Y, the outcome 
being the same. This property makes linear operators important. In 
turn, vector spaces are important in functional analysis mainly because 
of the linear operators defined on them. 

We shall now consider some basic examples of linear operators 
and invite the reader to verify the linearity of the operator in each 
case. 

Examples 

2.6-2 Identity operator. The identity operator Ix: X ~ X is defined 
by Ixx = x for all x E X. We also write simply I for Ix; thus, Ix = x. 

2.6-3 Zero operator. The zero operator 0: X ~ Y is defined by 
Ox.= 0 for all x EX. 

2.6-4 Differentiation. Let X be the vector space of all polynomials 
on [a, b]. We may define a linear operator T on X by setting 

Tx(t) = x'(t) 

for every x E X, where the prime denotes differentiation with respect to 
t. This operator T maps X onto itself. 

2.6-5 Integration. A linear operator T from C[a, b] into itself can be 
defined by 

Tx(t) = f X(T) dT tE[a,b]. 

2.6-6 Multiplication by t. Another linear operator from C[ a, b] into 
itself is defined by 

Tx(t) = tx(t). 

T plays a role in physics (quantum theory), as we shall see in Chap. 11. 
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2.6-7 Elementary vector algebra. The cross product with one factor 
kept fixed defines a linear operator T 1 : R3 _ R3. Similarly, the dot 
product with one fixed factor defines a linear operator T 2 : R3 - R, 
say, 

where a =(aj)ER3 is fixed. 

2.6-8 Matrices. A real matrix A = (ajk) with r rows and n columns 
defines an operator T: R n _ R r by means of 

y=Ax 

where x = (~j) has n components and y = ( 'Y/J) has r components and 
both vectors are written as column vectors because of the usual 
convention of matrix multiplication; writing y = Ax out, we have 

711 

712 

'Y/r arl a r 2 

T is linear because matrix multiplication is a linear operation. If A 
were complex, it would define a linear operator from en into cr. A 
detailed discussion of the role of matrices in connection with linear 
operators follows in Sec. 2.9. I 

In these examples we can easily verify that the ranges and null 
spaces of the linear operators are vector spaces. This fact is typical. Let 
us prove it, thereby observing how the linearity is used in simple 
proofs. The theorem itself will have various applications in our further 
work. 

2.6-9 Theorem (Range and null space). Let T be a linear operator. 
Then: 

(a) The range ffi,(T) is a vector space. 

(b) If dim21l(T)=n<oo, then dimffi,(T)~n. 

(c) The null space X(T) is a vector space. 
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Proof. (a)Wetakeanyyl. Y2 E ~(T)andshowthataYl + {3Y2 E ~(T) 

for any scalars a, (3. Since Yt. Y2 E ~(T), we have Yl = TXh 
Y2 ~_ry2 for some Xl. X2 E 27J(T), and aXl + (3X2 E 27J(T) because 27J(T) is a 
vec? space. The linearity of T yields 

Hence aYl + (3Y2 E <Jt(T). Since Yl. Y2 E <Jt(T) were arbitrary and so were 
the scalars, this proves that <Jt(T) is a vector space. 

(b) We choose n+l elements Yl,"', Yn+l of <Jt(T) in an 
arbitrary fashion. Then we have Yl = TXl. ... , Yn+l = TXn+1 for some 
Xl. ... ,Xn+l in g)(T). Since dim g)(T) = n, this set {Xl."', Xn+l} 
must be linearly dependent. Hence 

for some scalars al."', a n +1. not all zero. Since T is linear and 
TO = 0, application of T on both sides gives 

This shows that {Yl. ... , Yn+l} is a linearly dependent set because the 
a/s are not all zero. Remembering that this subset of rJft(T) W3.S chosen 
in an arbitrary fashion, we conclude that ~(T) has no linearly independ­
ent subsets of n + 1 or more elements. By the definition this means 
that dim <Jt(T)~ n. 

(c) We take any Xl. X2 E N(T). Then TXl = TX2 = O. Since 
T is linear, for any scalars a, {3 we have 

This shows that aXl + (3X2 E N(T). Hence N(T) is a vector space. • 

An immediate consequence of part (b) of the proof is worth 
noting: 

Linear operators preserve linear dependence. 

Let us turn to the inverse of a linear operator. We first remember 
that a mapping T: 27J(T) ~ Y is said to be injective or one-to-one if 
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different points in the domain have different images, that is, if for any 
XI. X2 E 2/)(T), 

(4) 

equivalently, 

(4*) 

In this case there exists the mapping 

(5) 
Yo~Xo 

which maps every Yo E <!Jt(T) onto that Xo E 2/)(T) for which Txo = Yo. See 
Fig. 20. The mapping 11 is called the inverse6 of T. 

T-1 

x y 

Fig. 20. Notations in connection with the inverse of a mapping; d. (5) 

From (5) we clearly have 

for all X E 2/)(T) 

for all y E ffi,(T). 

In connection with linear operators on vector spaces the situation 
is as follows. The inverse of a linear operator exists if and only if the 
null space of the operator consists of the zero vector only. More 

(, The reader may wish to review the terms "surjective" and "bijective" in A1.2, 
Appendix 1. which also contains a remark on the use of the term "inverse." 
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precisely, we have the following useful criterion which we shall apply 
quite often. 

2.6-10 Theorem (Inverse operator). Let X, Y be vector spaces, both 
real or both complex. Let T: QJJ( T) - Y be a linear operator with 
domain QJJ(T) c X and range 1Jt(T) c Y. Then: 

(8) The inverse 11: m(T) - QJJ(T) exists if and only if 

Tx=O x=O. 

(b) If 11 exists, it is a linear operator. 

(c) If dim QJJ(T) = n < 00 and 11 exists, then dim m(T) = dim QJJ(T). 

Proof. (a) Suppose that Tx = 0 implies x = O. Let TX1 = TX2. 
Since T is linear, 

so that Xl - X2 = 0 by the hypothesis. Hence TX1 = TX2 implies Xl = X2, 
and 11 exists by (4*). Conversely, if 11 exists, then (4*) holds. From 
(4*) with X2 = 0 and (3) we obtain 

TX1 = TO=O 

This completes the proof of (a). 

(b) We assume that 11 exists and show that 11 is linear. 
The domain of 11 is m(T) and is a vector space by Theorem 2.6-9(a). 
We consider any Xl, X2 E QJJ(T) and their images 

and Y2= TX2. 

Then 

and 

T is linear, so that for any scalars a and {3 we have 



2.6 Linear Operators 89 

and proves that 11 is linear. 

(c) We have dimm(T)~dim~(T) by Theorem 2.6-9(b), 
and dim ~(T) ~ dim m(T) by the same theorem applied to 11. I 

We finally mention a useful formula for the inverse of the compos­
ite of linear operators. (The reader may perhaps know this formula 
for the case of square matrices.) 

2.6-11 Lemma (Inverse of product). Let T: X --+ Y and S: Y --+ Z 
be bijective linear operators, where X, Y, Z are vector spaces (see 
Fig. 21). Then the inverse (ST)-I: Z _ X of the product (the compos­
ite) ST exists. and 

(6) 

Proof. The operator ST: X - Z is bijective, so that (ST)-1 
exists. We thus have 

ST(ST)-1 = lz 

where 1z is the identity operator on Z. Applying S-1 and using 
S-1 S = 1y (the identity operator on y), we obtain 

S-1 ST(ST)-1 = T(ST)-1 = S-11z = S-1. 

ST 

o~ 
~ 

(ST)-l 

Fig. 21. Notations in Lemma 2.6-11 
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Applying T 1 and using TIT = lx, we uhluin the desired result 

r 1 T(sn-1 = (ST)- 1 = TiS I. 

This completes the proof. • 

Problems 

1. Show that the operators in 2.6-2, 2.6-3 and 2.6-4 are linear. 

2. Show that the operators Tt. ... , T4 from R2 into R2 defined by 

(gh g2) ~ (gh 0) 

(gh gJ~ (0, g2) 

(glo g2)~ (g2, gl) 

respectively, are linear, and interpret these operators geometrically. 

3. What. are the domain, range and null space of Th T2 , T3 in Prob. 2? 

4. What is the null space of T4 in Prob. 2? Of Tl and T2 in 2.6-7? Of T in 
2.6-4? . 

5. Let T: X --7 Y be a linear operator. Show that the image of a 
subspace V of X is a vector space, and so is the inverse image of a 
subspace W of Y. 

6. If the product (the composite) of two linear operators exists, show that 
it is linear. 

7. (Commutativity) Let X be any vector space and S: X --7 X and 
T: X --7 X any operators. S and T are said to commute if ST = TS, 
that is, (ST)x = (TS)x for all x E X. Do Tl and T, in Prob. 2 commute? 

8. Write the operators in Prob. 2 using 2 x 2 matrices. 

9. In 2.6-8, write y = Ax in terms of components, show that T is linear 
and give examples. 

10. Formulate the condition in 2.6-1O(a) in terms of the null space of T. 
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11. Let X be the vector space of all complex 2 x 2 matrices and define 
T: X ~ X by Tx = bx, where b E X is fixed and bx denotes the usual 
product of matrices. Show that T is linear. Under what condition does 
T- 1 exist? 

12. Does the inverse of T in 2.6-4 exist? 

13. Let T: 2ll( T) ~ Y be a linear operator whose inverse exists. If 
{Xl' ... , xn } is a linearly independent set in ~(T), show that the set 
{TXb' .. , Txn } is linearly independent. 

14. Let T: X ~ Y be a linear operator and dim X = dim Y = n < 00. 

Show that m(T) = Y if and only if 11 exists. 

15. Consider the vector space X of all real-valued functions which are 
defined on R and have derivatives of all orders everywhere on R. 
Define T: X ~ X by y(t) = Tx(t) = x'(t). Show that m(T) is all of X 
but 11 does not exist. Compare with Prob. 14 and comment. 

2. 7 Bounded and Continuous Linear Operators 

The reader may have noticed that in the whole last section we did not 
make any use of norms. We shall now again take norms into account, 
in the following basic definition. 

2.7-1 Definition (Bounded linear operator). Let X and Y be normed 
spaces and T: q}J(T) ~ Y a linear operator, where q}J(T) c X. The 
operator T is said to be bounded if there is a real number c such that 
for all x E q}J(T), 

(1) IITxll;;;icllxll· • 
In (1) the norm on the left is that on Y, and the norm on the right 

is that on X. For simplicity we have denoted both norms by the same 
symbol II ·11, without danger of confusion. Distinction by subscripts 
(lixlio, IITxlib etc.) seems unnecessary here. Formula (1) shows that a 
bounded linear operator maps bounded sets in q}J(T) onto bounded sets 
in Y. This motivates the term "bounded operator." 

Warning. Note that our present use of the word "bounded" is 
different from that in calculus. where a bounded function is one whose 
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range is a bounded set. Unfortunately. both terms are standard. But 
there is little danger of confusion. 

What is the smallest possible c such that (1) still holds for all 
nonzero x E fl1J(T)? [We can leave out x = 0 since Tx = 0 for x = 0 by 
(3), Sec. 2.6.] By division, 

;' 

/ IITxll$C 
Ilxll-

(x¥O) 

and this shows that c mQst be at least as big as the supremum of the 
expression on the left taken over fl1J(T)-{0}. Hence the answer to our 
question is that the smallest possible c in (1) is that supremum. This 
quantity is denoted by IITII; thus 

(2) IITxl1 
IITII = sup -II-II 

xE2IJ(T) x 
x7"O 

/lTII is called the norm of the operator T. If ~(T) = {O}, we define 
/lTII = 0; in this (relatively uninteresting) case, T = 0 since TO = 0 
by (3), Sec. 2.6. 

Note that (1) with c = IITII is 

(3) IITxll~ IITllllxll· 

This formula will be applied quite frequently. 
Of course, we should justify the use of the term "norm" in the 

present context. This will be done in the following lemma. 

2.7-2 Lemma (Norm). Let T be a bounded linear operator as defined 
in 2.7-1. Then: 

(4) 

(8) An alternative formula for the norm of T is 

IITII = sup IITxll· 
XE2IJ(T) 
IIxlI~l 

(b) The norm defined by (2) satisfies (Nl) to (N4) in Sec. 2.2. 
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Proof. (8) We write Ilxll = a and set y = (1/a)x, where x¥- O. Then 
Ilyll = Ilxlll a = 1, and since T is linear, (2) gives 

IITII= sup -.!:.IITxll= sup IIT(-.!:.X)\\= sup IITyll· 
XE~(T) a XE~(T) a YE~(T) 

x .. o x .. o IIYII=1 

Writing x for y on the right, we have (4). 

(b) (Nl) is obvious, and so is 11011 = O. From IITII= 0 we 
have Tx = 0 for all x E 9J(T), so that T = O. Hence (N2) holds. Further­
more, (N3) is obtained from 

sup IlaTxll= sup lalllTxll=lal sup IITxl1 
IIxll=1 IIxll=1 IIxll=1 

where x E9J(T). Finally, (N4) follows from 

sup II(T1 + T2)xll = sup IIT1x + T2Xli ~ sup IIT1Xli + sup IIT2XII; 
IIxll=1 IIxll=1 IIx II = 1 IIxl\=1 

here, x E 9J(T). • 

Before we consider general properties of bounded linear 
operators, let us take a look at some typical examples, so that we get a 
better feeling for the concept of a bounded linear operator. 

Examples 

2.7-3 Identity operator. The identity operator I: X ~ X on a 
normed space X¥- {O} is bounded and has norm IIIlI = 1. Cf. 2.6-2. 

2.7-4 Zero operator. The zero operator 0: X ~ Y on a normed 
space X is bounded and has norm 11011 = o. Cf. 2.6-3. 

2.7-5 Differentiation operator. Let X be the normed space of all 
polynomials on J = [0, 1] with norm given Ilxll = max Ix(t)l, t E J. A 
differentiation operator T is defined on X by 

Tx(t) = x'(t) 
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where the prime denotes differentiation with respect to t. This operator 
is linear but not bounded. Indeed, let x" (0 = t", where n EN. Then 
II x.. II = 1 and 

Tx..(t) = x..'(t) = ntn - l 

so that II TXn II = n and II Tx..II/II.,. II = n. Since n EN is arbitrary, this shows 
that there is no fixed number c such that IITx..ll/llx..11 ~ c. From this and 
(1) we conclude that T is not bounded. 

Since differentiation is an important operation, our result seems to 
indicate that unbounded operators are also of practical importance. 
This is indeed the case, as we shall see in Chaps. 10 and 11, after a 
detailed study of the theory and application of bounded operators, 
which are simpler than unbounded ones. 

2.7-6 Integral operator. We can define an integral operator 
T: CEO, l]~C[O, 1] by 

y= Tx where yet) = f k(t, T)X(T) dT. 

Here k is a given function, which is called the kernel of T and is 
assumed to be continuous on the closed square G = J x J in the 
tT-plane, where J = [0, 1]. This operator is linear. 

T is bounded. 
To prove this, we first note that the continuity of k on the closed 

square implies that k is bounded, say, Ik(t,T)I~ko for all (t,T)EG, 
where ko is a real number. Furthermore, 

Ix(t)1 ~ max Ix(t)1 ='llxll. 
tEI 

Hence 

Ilyll=IITxll=max If 1 
k(t, T)X(T) dTI 

tEI 0 

~max fl Ik(t, T)llx(T)1 dT 
tEI 0 
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The result is IITxl1 ~ ko IIxli. This is (1) with c = ko. Hence T is bounded. . . 

2.7-7 Matrix. A real matrix A = (ajk) with r rows and n columns 
defines an operator T: R n ~ R r by means of 

(5) y=Ax 

where x = (~j) and y = (TJj) are column vectors with nand r compo­
nents, respectively, and we used matrix multiplication, as in 2.6-8. In 
terms of components, (5) becomes 

(5') (j = 1, ... , r). 

T is linear because matrix multiplication is a linear operation. 
T is bounded. 
To prove this, we first remember from 2.2-2 that the norm on R n 

is given by 

similarly for y ERr. From (5') and the Cauchy-Schwarz inequality (11) 
in Sec. 1.2 we thus obtain 

Noting that the double sum in the last line does not depend on x, we 
can write our result in the form 

where 

This gives (1) and completes the proof that T is bounded. • 
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The role of matrices in connection with linear operators will be 
studied in a separate section (Sec. 2.9). Boundedness is typical; it is an 
essential simplification which we always have in the finite dimensional 
case, as follows. 

2.7-8 Theorem (Finite dimension). If a normed space X is finite 
dimensional, then every linear operator on X is bounded. 

Proof. Let dim X = nand {et,· .. , en} a basis for X. We take any 
x = I ~jej and consider any Jinear operator T on X. Since T is linear, 

(summations from 1 to n). To the last sum we apply Lemma 2.4-1 with 
(Xj = ~j and Xj = ej. Then we obtain 

Together, 

II Txll ~ 'Y Ilxll where 

From this and (1) we see that T is bounded. • 

We shall now consider important general properties of bounded 
linear operators. 

Operators are mappings, so that the definition of continuity (d. 
1.3-3) applies to them. It is a fundamental fact that for a linear 
operator, continuity and boundedness become equivalent concepts. 
The details are as follows. 

Let T: 0J(T) - Y be any operator, not necessarily linear, where 
0J(T) c X and X and Yare normed spaces. By Def. 1.3-3, the 
operator T is continuous at an Xo E 0J( T) if for every 13 > 0 there is a 
8> 0 such that 

IITx-Txoll<e for all x E 0J( T) satisfying Ilx - xoll < 8. 

T is continuous if T is continuous at every x E0J(T). 
Now, if T is linear, we have the remarkable 
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2.7-9 Theorem (Continuity and boundedness). Let T: q}J(1) ~ y 
be a linear7 operator, where q}J(T) c X and X, Yare normed spaces. 
Then: 

(8) T is continuous if and only if T is bounded. 

(b) If T is continuous at a single point, it is continuous. 

Proof (8) For T = 0 the statement is trivial. Let Top O. Then 
IITllopo. We assume T to be bounded and consider any XoEq}J(1). Let 
any 8> 0 be given. Then, since T is linear, for every x E q}J(1) such that 

Ilx-xoll<8 where 
8 

8 =iiTil 

we obtain 

II Tx - Txoll = II T(x - xo)11 ~ IITllllx - xoll < II TI18 = 8. 

Since Xo E q}J(1) was arbitrary, this shows that T is continuous. 

Conversely, assume that T is continuous at an arbitrary Xo E q}J( 1'). 
Then, given any 8 > 0, there is a 8> 0 such that 

(6) JITx - Txoll~ 8 for all x E q}J( 1) satisfying Ilx - xoll ~ 8. 

We now take any yop 0 in q}J( 1') and set 

8 8 
x = Xo +iiYTI y. Then x - Xo = iiYTI y. 

Hence Ilx - xoll = 8, so that we may use (6). Since T is linear, we have 

IITx - Txoll = IIT(x - xo)1I = /IT(II:11 y)/I = 11:IIIITyll 

7 Warning. Unfortunately, continuous linear operators are called "linear 
operators" by some authors. We shall not adopt this terminology; in fact, there are linear 
operators of practical importance which are not continuous. A first example is given in 
2.7-5 and further operators of that type will be considered in Chaps. 10 and 11. 
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and (6) implies 

8 
MIITYII~e. Thus IITyII~~ Ilyll· 

This can be written IITYII~ clIYII, where c = e/8, and shows that T is 
bounded. 

(b) Continuity of T at a point implies boundedness of T 
by the second part of the proof of (a), which in turn implies continuity 
of T by (a). I 

2.7-10 Corollary (Continuity, null space). Let T be a bounded linear 
operator. Then: 

(a) Xn - x [where Xm X E21l(T)] implies TXn - Tx. 

(b) The null space .N'(T) is closed. 

Proof. (8) follows from Theorems 2.7-9(a) and 1.4-8 or directly 
from (3) because, as n _ 00, 

IITxn - Txll =IIT(xn -x)II~IITIIIIXn -xll- O. 

(b) For every x E .N'(T) there is a sequence (Xn) in .N'(T) 
such that Xn - x; cf. 1.4-6(a). Hence TXn - Tx by part (a) of this 
Corollary. Also Tx = 0 since TXn = 0, so that x E .N'(T). Since x E .N'(T) 
was arbitrary, .N'(T) is closed. I 

It is worth noting that the range of a bounded linear operator may 
not be closed. Cf. Prob. 6. 

The reader may give the simple proof of another useful formula, 
namely, 

(7) (nEN) 

valid for bounded linear operators T 2 : X - Y, T 1 : Y - Z and 
T: X - X, where X, Y, Z are normed spaces. 

Operators are mappings, and some concepts related to mappings8 

have been discussed, notably the domain, range and null space of an 

8 A review of some of these concepts is given in A1.2; d. Appendix 1. 
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operator. Two further concepts (restriction and extension) will now be 
added. We could have done this earlier, but we prefer to do it here, 
where we can immediately give an interesting application (Theorem 
2.7-11, below). Let us begin by defining equality of operators as 
follows. 

Two operators Tl and T2 are defined to be equal, written 

if they have the same domain 27J(T1) = 27J(T2) and if T1x = T2 x for all 
x E 27J(T1) = 27J(T2)' 

The restriction of an operator T: g)(7)-Y to a subset 
Be g)(7) is denoted by 

and is the operator defined by 

TIB: B~ Y, TIBX = Tx for all x E B. 

An extension of T to a set M:=J27J(7) is an operator 

f:M~Y such that fl2b(T) = T, 

that is, fx = Tx for all x E 27J(7). [Hence T is the restriction of f to 
27J(7).J 

-If 27J(1) is a proper subset of M, then a given T has many 
extensions. Of practical interest are usually those extensions which 
preserve some basic property, for instance linearity (if T happens to be 
linear) or boundedness (if 27J(7) lies in a nonned space and T is 
bounded). The following important theorem is typical in that respect. 
It concerns an extension of a bounded linear operator T to the closure 
27J(7) of the domain such that the extended operator is again bounded 
and linear, and even has the same norm. This includes the case of an 
extension from a dense set in a nonned space X to all of X. It also 
includes the case of an extension from a normed space X to its 
completion (d. 2.3-2). 
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2.7-11 Theorem (Bounded linear extension). Let 

T: ~(T)- Y 

be a bounded linear operator, where QJJ(T) lies in a normed space X and 
Y is a Banach space. Then T has an extension 

T: ~(T)- Y 

where T is a bounded linear operator of norm 

IITII=IITII. 

Proof. We consider any x E QJJ(T). By Theorem 1.4-6(a) there is a 
seguence (x,.) in ~(T) such that x,. ~ x. Since T is linear and 
bounded, we have 

This shows that (Tx,:.) is Cauchy because (xn ) converges. By assump­
tion, Y is complete, so that (Tx,.) ·converges, say, 

TXn-YE Y. 

We define T by 

Tx=y. 

We show that this definition is independent of the particular choice of 
a sequence in QJJ(T) converging to x. Suppose that x,. - x and 
Zn - x. Then Vm - x, where (vm ) is the sequence 

Hence (Tvm ) converges by 2.7-10(a), and the two subsequences (Tx,.) 
and (Tzn) of (Tvm ) must have the same limit. This proves that T is 
uniquely defined at every x E ~(T). 

Clearly, T is linear and Tx = Tx for every x E QJJ(T), so that T is an 
extension of T. We now use 

II Tx,.11 ~ IITllllxnl1 
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and let n ~ 00. Then TXn ~ Y = Tx. Since x ~ Ilxll defines a 
continuous mapping (cf. Sec. 2.2), we thus obtain 

IITxll~IITlIllxll. 

Hence T is bounded and Iltll~IITII. Of course, IITII~IITII because the 
nonn, being defined by a supremum, cannot decrease in an extension. 
Together we have IltlL= IITII· I 

Problems 

1. Prove (7). 

2. Let X and .y be nonned spaces. Show that a linear operator 
T: X~ Y is bounded if and only if T'maps bounded sets in X into 
bounded sets in Y. 

3. If Tot- 0 is a bounded linear operator, show that for any x E~(T) such 
that Ilxll < 1 we have the strict inequality IITxl1 < IITII. 

4. Give a direct proof of 2.7-9(b), without using 2.7-9(a). 

5. Show that the operator T: r ~ r defined by y = ('1Ji) = Tx, '1Ji = Q/ j, 
x = (gj), is linear and bounded. 

6. (Range) Show that the range meT) of a bounded linear operator 
T: X ~ Y need not be closed in Y. Hint. Use Tin Prob. 5. 

7. (Inverse operator) Let T be a bounded linear operator from a nonned 
space X onto a nonned space Y. If there is a positive b such that 

IITxll;;;;bllxll for all x EX, 

show that then r1: Y ~ X exists and is bounded. 

8. Show that the inverse rl: meT) ~ X of a bounded linear operator 
T: X ~ Y need not be bounded. Hint. Use Tin Prob. 5. 

9. Let T: C[O, 1] ~C[O, 1] be defined by 

yet) = f X(T) dT. 

Find meT) and r1: m(T)~ C[O, 1]. Is r 1 linear and bounded? 
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10. On C[O, 1] define Sand T by 

yes) = s I xU) dt, yes) = sx(s), 

respectively. Do Sand T commute? Find IISII, IITII, IISTII and IITSII· 

11. Let X be the normed space of all bounded real-valued functions on K 
with norm defined by 

Ilxll = sup Ix(t)l, 
tER 

and let T: X ~ X be defined by 

yet) = Tx(tl = x(t-~) 

where ~ > 0 is a constant. (This is a model of a delay line, which is an 
electric device whose output y is a delayed version of the input x, the 
time delay being ~; see Fig. 22.) Is T linear? Bounded? 

x(t) qL.._D_I~_~:_Y--,p yW 0 .(, -OJ 

x 

y 

Fig. 22. Electric delay line 

12. (Matrices) From 2.7-7 we know that an rX n matrix A = (ajk) defines 
a linear operator from the vector space X of all ordered n-tuples of 
numbers into the vector space Y of all ordered r-tuples of numbers. 
Suppose that any norm 11·111 is given on X and any norm 11·lb is given on 
Y. Remember from Prob. 10, Sec. 2.4, that there are various norms on 
the space Z of all those matrices (r and n fixed). A norm 11·11 on Z is 

said to be compatible with 11·111 and 11·lb if 

IIAx 112;a IIAllllxlb· 
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Show that the nonn defined by 

IIA II = sup IIAxlb 
xeX Ilxlll 
x#o 

103 

is compatible with 11-11, and II· liz. This norm is often called the natural 
norm defined by 11·lb and II· lb· If we choose Ilxlb = max IgJ I 
and IIYIIz = max l'I)jl, show that the natural norm is J 

J 

n 

IIAII = max I la/kl· 
J k~1 

13. Show that in 2.7-7 with r = n, a compatible nonn is defined by 

but for n > 1 this is not the natural norm defined by the Euclidean norm 
on an. 

14. If in Prob. 12 we choose 

n r 

Ilxlll = I Igkl, Ilylb= I 1'1)/1, 
k~1 /~I 

show that a compatible nonn is defined by 

r 

IIAII=max I lajkl· 
k j~1 

15. Show that for r = n, the norm in Prob. 14 is the natural norm corre­
sponding to 11·lb and II· liz as defined in that problem. 

2.8 Linear Functionals 

A functional is an operator whose range lies on the real line R or in 
the complex plane C. And functional analysis was initially the analysis 
of functionals. The latter appear so frequently that special notations 
are used. We denote functionals by lowercase letters f, g, h,· .. , the 
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domain of I by C!JJ(f), the range by m(f) and the value of I at an x E 9J(f) 
by I(x), with parentheses. 

Functionals are operators, so that previous definitions apply. We 
shall need in particular the following two definitions because most of 
the 'functionals to be considered will be linear and bounded. 

2.8-1 Definition (Linear functional). A linear lunctional I is a linear 
operator with domain in a vector space X and range in the scalar field 
K of X; thus, 

I: 9J(f)~K, 

where K = R if X is real and K = C if X is complex. I 

2.8-2 Definition (Bounded linear functional). A bounded linear 
lunctional I is a bounded linear operator (ef. Def. 2.7-1) with range in 
the scalar field of the normed space X in which the domain 9J(f) lies. 
Thus there exists a real number c such that for all x E 9J(f), 

(1) II(x)1 ~ c Ilxll· 

Furthermore, the norm of I is [ef. (2) in Sec. 2.7] 

(2a) 

or 

(2b) 

(3) 

IIIII = sup II(x)1 
XE9J(j) Ilxll 

X '""0 

IIIII = sup II(x)l· 
XE9J(j) 
IIxlI=1 

Formula (3) in Sec. 2.7 now implies 

II(x)1 ~ 1111111xll, 

and a special case of Theorem 2.7-9 is 

I 

2.8-3 Theorem (Continuity and boundedness). A linear lunctional I 
with domain CZ/;(f) in a normed space is continuous il and only il I is 
bounded. I 
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Examples 

2.8-4 Norm. The norm 11·11: X ~ R on a normed space (X, 11·11) is a 
functional on X which is not linear. 

2.8-5 Dot product. The familiar dot product with one factor kept 
fixed defines a functional I: R3 ~ R by means of 

where a = (Uj) ER3 is fixed. 
I is linear. I is bounded. In fact, 

I/(x)I=lx· al~llxllllall, 

so that IIIII ~ Iiall follows from (2b) if we take the supremum over all x 
of norm one. On the other hand, by taking x = a and using (3) we 
obtain 

IIIII ~1/(a)1 =ME=llall 
- Iiall Iiall . 

Hence the norm of I is· IIIII = Iiali. 

2.8-6 Definite iiltegral. The definite integral is a number if we con­
sider it for a single function, as we do in calculus most of the time. 
However, the situation changes completely if We consider that integral 
for all functions in a certain function space. Then the integral becomes 
a functional on that space, call it f As a space let us choose C[a, b]; cf. 
2 .. 2-5. Then I is defined by 

I(x) = r x(t) dt X E C[a, b]. 

I is linear. We prove that I is bounded and has norm IIIII = b - a. 
In fact, writing J = [a, b] and remembering the norm on C[a, b], 

we obtain 

I/(x)1 = I fb x(t) dtl ~ (b - a) max Ix(t)1 = (b - a) Ilxll. Ja tEJ 
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Taking the supremum over all x of norm 1, we obtain IIfll ~ b - a. To 
get Ilfll ~ b - a, we choose the particular x = Xo = 1, note that Ilxoll = 1 
and use (3): 

:>If(xo)l_ _ ib __ 
Ilfll= Ilxoll -If(xo)l- a dt - b a. 

2.8-7 Space e[a, b]. Another practically important functional on 
C[a, b J is obtained if we choose a fixed to E J = [a, b J and set 

X E C[a, bJ. 

f1 is linear. ft is bounded and has norm Ilftll = 1. In fact, we have 

and this implies Ilftll ~ 1 by (2). On the other hand, for Xo = 1 we have 
Ilxoll·= 1 and obtain from (3) 

2.8-8 Space 12. We can obtain a linear functional f on the Hilbert 
space [2 (cf. 1.2-3) by choosing a fixed a = (aj) E [2 and setting 

00 

f(x) = L ~jaj 
j=l 

where x = (~) E [2. This series converges absolutely and f is bounded, 
since the Cauchy-Schwarz inequality (11) in Sec. 1.2 gives (summation 
over j from 1 to :xl) 

It is of basic importance that the set of all linear functionals 
defined on a vector space X can itself be made into a vector space. 
This space is denoted by X* and is called the algebraic9 dual space of 
X. Its algebraic operations of vector space are defined in a natural way 

9 Note that this definition does not involve a norm. ':)he so-called dual space X' 
consisting of all bounded linear functionals on X will be considered in Sec. 2.10. 
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as follows. The sum 11 + 12 of two functionals 11 and 12 is the functional 
s whose value at every x E X is 

s(x) = (11 + 12)(X) = 11(X) + Mx); 

the product 01.1 of a scalar a and a functional I is the functional p 
whose value at x E X is 

p(x) = (OI.f)(x) = OI./(x). 

Note that this agrees with the usual way of adding functions and 
multiplying them by constants. 

We may go a step further and consider the algebraic dual (X*)* of 
X*, whose elements are the linear functionals defined on X*. We 
denote (X*)* by X** and call it the second algebraic dual space of X. 

Why do we consider X**? The point is that we can obtain an 
interesting and important relation between X and X,.,., as follows. We 
choose the notations: 

Space General element Value at a point 

x 
x* 
x** 

x 
{ 
g 

{(xl 
g(fl 

We can obtain agE X**, which is a linear functional defined on X*, 
by choosing a fixed x E X and setting 

(4) g(f) = gx(f) = I(x) (x E X fixed, IE X* variable). 

The SUbscript x is a little reminder that we got g by the use of a certain 
x E X. The reader should observe carefully that here I is the variable 
whereas x is fixed. Keeping this in mind, he should not have difficulties 
in understanding our present consideration. 

&, as defined by (4) is linear. This can be seen from 

Hence gx is an element of X**, by the definition of X**. 
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To each x E X there corresponds a g" E X**. This defines a map­
ping 

c: X~X** 

C is called the canonical mapping of X into X**. 
C is linear since its domain is a vector space and we have 

( C( ax + (3y»(f) = g.."+I3Y (f) 

= f(ax + (3y) 

= af(x) + (3f(y) 

= a&c(f) + (3gy(f) 

= a( Cx)(f) + (3( Cy)(f). 

C is also called the canonical embedding of X into X**. To 
understand and motivate this term, we first explain the concept of 
"isomorphism," which is of general interest. 

In our work we are concerned with various spaces. Common to 
all of them is that they consist of a set, call it X, and a "structure" 
defined on X. For a metric space, this is the metric. For a vector space, 
the two algebraic operations form the structure. And for a normed 
space the structure consists of those two algebraic operations and the 
norm. 

Given two spaces X and X of the same kind (for instance, two 
vector spaces), it is of interest to know whether X and X are "essen­
tially identical," that is, whether they differ at most by the nature of 
their points. Then we can regard X and X as identical-as two copies 
of the same "abstract" space-whenever the structure is the primary 
object of study, whereas the nature of the points does not matter. This 
situation occurs quite often. It suggests the concept of an isomorphism. 
By definition, this is a bijective mapping of X onto X which preserves 
the structure. 

Accordingly, an isomorphism T of a metric space X = (X, d) onto a 
metric space X = (X, d) is a bijective mapping which preserves dis­
tance, that is, for all x, y E X, 

d(Tx, Ty) = d(x, y). 



2.8 Linear Functionals 109 

X is then called isomorphic with X. This is nothing new to us but 
merely another name for a bijective isometry as introduced in Def. 
1.6-1. New is the following. 

An isomorphism T of a vector space X onto a vector space X over 
the same field is a bijective mapping which preserves the two algebraic 
operations of vector space; thus, for all x, y E X and scalars a, 

T(x +y) = Tx + Ty, T(ax)=aTx, 

that is, T: X ~ X is a bijective linear operator. X is then called 
isomorphic with X, and X and X are called isomorphic vector spaces. 

Isomorphisms for normed spaces are vector space isomorphisms 
which also preserve norms. Details follow in Sec. 2.10 where we need 
such isomorphisms. At present we can apply vector space isomor­
phisms as follows. 

It can be shown that the canonical mapping C is injective. Since C 
is linear (see before), it is an isomorphism of X onto the range 
~(C)cX**. 

If X is isomorphic with a subspace of a vector space Y, we say that 
X is embeddable in Y. Hence X is embeddable in X**, and C is also 
called the canonical embedding of X into X**. 

If C is surjective (hence bijective), so that ~(C) = X**, then X is 
said to be algebraically reflexive. We shall prove in the next section 
that if X is finite dimensional, then X is algebraically reflexive. 

A similar discussion involving norms and leading to the concept of 
reflexivity of a normed space will be presented later (in Sec. 4/6), after 
the development of suitable tools (in particular, the famo,Ps Hahn­
Banach theorem). 

Problems 

1. Show that the functionals in 2.8-7 and 2.8-8 are linear. 

2. Show that the functionals defined on C[ a, b] by 

Mx) = r x (t)yo(t) dt 

fz(x) = ax(a)+ (3x(b) 

are linear and bounded. 

(Yo E C[a, b]) 

(a, (3 fixed) 



110 Normed Spaces. Banach Spaces 

3. Find the norm of the linear functional f defined on C[ -1,1] by 

f(x) = r x(t) dt - f x(t) dt. 

4. Show that 

fl(x) = max x(t) 
'eJ 

J=[a, b] 

f2(X) = min X(t) 
tel ' 

define functionals on C[a, b]. Are they linear? Bounded? 

5. Show that on any sequence space X we can define a linear functional f 
by setting f(x) = ~n (n fixed), where x = (~i)' Is f bounded if X = ZOO? 

6. (Space e'[a, b]) The space Cl[a, b] or C[a, b] is the normed space of all 
continuously differentiable functions on J = [a, b] with norm defined by 

Ilxll = max Ix(t)1 + max Ix'(t)l. 
teJ teJ 

Show that the axioms of a norm are satisfied. Show that f(x) = x'(c), 

c = (a + b )/2, defines a bounded linear functional on C[ a, b]. Show 
that f is not bounded, considered as a functional on the subspace of 
C[ a, b] which consists of all continuously differentiable functions. 

7. If f is a bounded linear functional on a complex normed space, is f 
bounded? Linear? (The bar denotes the complex conjugate.) 

8. (Null space) The. null space N(M*) of a set M* c X* is defined to be 
the set of all x E X such that f(x) = 0 for all f E M*. Show that N(M*) is 
a vector space. 

9. Let f¥- 0 be any linear functional on a vector space X and Xo any fixed 
element of X - .N'(f), where .N'(f) is the null space of f. Show that any 
x E X has a unique representation x = axo + y, where y E .N'(!). 

10. Show that in Prob. 9, two elements Xl> X2 E X belong to the same 
element of the quotient space X/.N'(f) if and only if f(Xl) = f(X2); show 
that codim.N'(f) = 1. (Cf. Sec. 2.1, Prob. 14.) . 

11. Show that two linear functionals fl ¥- 0 and f2 ¥- 0 which are defined on 
the same vector space and have the same null space are proportional. 
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12. (Hyperplane) If Y is a subspace of a vector space X and codim Y = 1 
(cf. Sec. 2.1, Prob. 14), then every element of X/Y is called a 
hyperplane parallel to Y. Show that for any linear functional f¥- 0 on X, 
the set HI = {x E X I f(x) = I} is a hyperplane parallel to the null space 
.N(fl of f. 

13. If Y is a subspace of a vector space X and f is a linear functional on X 
such that feY) is not the whole scalar field of X, show that f(y) = 0 for 
allYEY. 

14. Show that the norm Ilfll of a bounded linear functional f¥- 0 on a 
nor~ed space X oon be. interpreted geometrically as the recip­
rocal of the distance a = inf {llxlll f(x) = I} of the hyperplane 
HI = {x E X I f(x) = If from the orgin. 

15. (HaH space) Let f¥- 0 be a bounded linear functional on a real 
normed space X. Then for any scalar c we have a hyperplane 
He = {x E X I f(x) = c}, and He determines the two half spaces 

and 

Show that the closed unit ball lies in x,,1 where c = Ilfll, but for no e > 0, 
the half space Xc! with c = Ilfll- e contains that ball. 

2.9 Linear Operators and Functionals on Finite 
Dimensional Spaces 

Finite dimensional vector spaces are simpler than infinite dimensional 
ones, and it is natural to ask what simplification this entails with 
respect to linear operators and functionals defined on such a spact;; 
This is the question to be considered, and the answer will clarify the 
role of (finite) matrices in connection with linear operators as well as 
t):1e structure .of the algebraic dual X* (Sec. 2.8) of a finite dimensional 
vector space X. 

Linear operators on finite dimensional vector spaces can be rep­
resented in terms of matrices, as explained below. In this way, matrices 
become the most important tools for studying linear operators in the 
finite dimensional case. In this connection we should also remember 
Theorem 2.7-8 to understand the full significance of our present 
consideration. The details are as follows. 
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Let X and Y be finite dimensional vector spaces over the same 
field and T: X -+ Y a linear operator. We choose a basis 
.E = {eI, ... , en} for X and a basis B = {b I , ••• , br} for Y, with the vectors 
arranged in a definite order which we keep fixed. Then every x E X has 
a unique representation 

(1) 

Since T is linear, x has the image 

(2) 

Since the representation (1) is unique, we have our first result: 

T is uniquely determined if the images Yk = Tek of the n basis vectors 
e}, ... , en are prescribed. 

Since y and Yk = Tek are in Y, they have unique representations of 
the form 

(a) 
(3) 

(b) 

Substitution into (2) gives 

r 

Tek = L Tjkbj. 
j~l 

Since the bj's form a linearly independent set, the coefficients of each bj 
on the left and on the right must be the same, that is, 

(4) j= 1,···, r. 

This yields our next result: 

The image Y = Tx = l: T/JbJ of x = L ~kek ctm be obtained from (4). 
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Note the unusual position of the summation index j of 'Tjk in (3b), 
which is necessary in order to arrive at the usual position of the 
summation index in (4). 

The coefficients in (4) form a matrix 

with r rows and n columns. If a basis E for X and a basis B for Yare 
given, with the elements of E and B arranged in some definite order 
(which is arbitrary but fixed), then the matrix TEB is uniquely deter­
mined by the linear operator T. We say that the matrix TEB represents 
the operator T with respect to those bases. 

By introducing the column vectors x = (9.:) and y = ('T/j) we can 
write (4) in matrix notation: 

(4') 

Similarly, (3b) can also be written- in matrix notation 

(3b') 

where Te is the column vector with components TeI.· .. , Ten (which 
are themselve·s vectors) and b is the column vector with components 
bh ••• , b" and we have to use the transpose TEB T of TEB because in 
(3b) we sum over}, which is the first subscript, whereas in (4) we· sum 
over k, which is the second subscript. 

Our consideration shows that a linear operator T determines a 
nniqe matrix representing T with respect to a given basis for X and a 
given basis for Y, where the vectors of each of the bases are assumed 
to be arranged in a fixed order. Conversely, any matrix with r rows and 
n columns determines a linear operator which it represents with 
respect to given bases for X and Y. (Cf. also 2.6-8 and 2.7-7.) 

Let us now turn to linear functionals on X, where dim X = nand 
{e\, ... , en} is a basis for X, as before. These functionals constitute the 
algebraic dual space X* of X, as we know from the previous section 
For every such functional f and every x = L ~jei E X we have 

(5a) 
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where 

(5b) j= 1,···, n, 

and f is uniquely determined by its values <Xj at the n basis vectors of 
X. 

Conversely, every n-tuple of scalars el1.···, a,. determines a 
linear functional on X by (5). In particular, let us take the n-tuples 

(1, 

(0, 

(0, 

0, 

1, 

0, 

0, 

0, 

0, 

0, 

0, 

0, 

0) 

0) 

1). 

By (5) this gives n functionals, which we denote by f1. ... , fm with 
values 

(6) 
if jf: k, 

ifj=k; 

that is, A has the value 1 at the kth basis vector and ° at the n - 1 
other basis vectors. 8jk is called the Kronecker delta. {fl. ... , fn} is 
called the dual basis of the basis {e1. ... , en} for X. This is justified by 
the following theorem. 

2.9-1 Theorem (Dimension of X*). Let X be an n~dimensional vector 
space and E = {e1. ... , en} a basis for X. Then F = {flo· .. , fn} given by 
(6) is a basis for the algebraic dual x* of X, and dim X* = dim X = n. 

Proof F is a linearly independent set since 

(7) (XEX) 

with x = ej gives 

n n 

L (3Jk(ej) = L {3k8jk = {3,'= 0, 
k=l k=l 
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so that all the 13k's in (7) are zero. We show that every fEX* can be 
represented as a linear combination of the elements of F in a unique 
way. We write f(ej) = aj as in (5b). By (Sa), 

n 

f(x) = L ~jaj 
j=l 

for every x E X. On the other hand, by (6) we obtain 

Together, 

f(x) = t ajh(x). 
j=l 

Hence the unique representation of the arbitrary linear functional f on 
X in terms of the functionals fI> ... ,fn is 

• 
To prepare for an interesting application of this theorem, we first 

prove the following lemma. (A similar lemma for arbitrary normed 
spaces will be given later, in 4.3-4.) 

2.9-2 Lemma· (Zero vector). Let X be a finite dimensional vector spaGe. 
If Xo E X has the property that f(xo) = 0 for all f E X*, then Xo = o. 

Proof. Let {el. ••• , en} be a basis for X and Xo = I ~Ojej. Then (5) 
becomes 

By assumption this is zero for every f E X*, that is, for every choice of 
al. ••• , an. Hence all ~Oj must be zero. • 

Using this lemma, we can now obtain 

2.9-3 Theorem (Algebraic re8exivity). A finite dimensional vector 
space is algebraically reflexive. 
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Proof. The canonital mapping C: X ~ X** considered in the 
previous section is linear. CXo = 0 means that for all f E X* we 
have 

(Cxo)(f) = g",,(f) = f(xo) = 0, 

by the definition of C. This implies Xo = 0 by Lemma 2.9-2. Hence 
from Theorem 2.6-10 it follows that the mapping C has an inverse 
C-1 : 9ft(C)--+X, where 9ft(C) is the range of C. We also have 
dim ~(C) = dim X by the same theorem. Now by Theorem 2.9-1, 

dim X** = dim X* = dim X. 

Together, dim (lit ( C) = dim X**. Hence m( C) = X** because m( C) is a 
vector space (cf. 2.6-9) and a proper subspace of X** has dimension 
less than dim X**, by Theorem 2.1-8. By the definition, this proves 
algebraic reflexivity. • 

Problems 

1. Determine the null space of the operator T: R3 ~ R2 represented 
by 

3 

1 

2. Let T: R3~R3 be defined by (~l' ~2' ~3)1----+(~1> ~2' -~l -~2). Find 
meT), .N(T) and a matrix 'which represents T. 

3. Find the dual basis of the basis {(1, 0, 0), (0, 1, 0), (0, 0, 1)} for R3. 

4. Let {fl, f2' M be the dual basis of {eh e2, e3} for R3, where el = (1,1,1), 
e2 = (1,1, -1), e3 = (1, -1, -1). Find Mx), Mx), f3(x), where 
x =(1, 0, 0). 

5. If f is a linear functional on an n-dimensional vector space X, what 
dimension can the null space .N(f) have? 

6. Find a basis for the null space of the functional f defined on R3 by 
f(x) = ~l + ~2 - ~3, where x = (~l> ~2' ~3). 
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8. If Z is an {n -l)-dimensional subspace of an n-dimensional vector 
space X, show that Z is the null space of a suitable linear functional f 
on X, which is uniquely determined to within a scalar multiple. 

9. Let X be the vector space of all real polynomials of a real variable and 
of degree less than a given n, together with the polynomial x = 0 
(whose degree is left undefined in the usual discussion of degree). Let 
f{x) = x(k){a), the value of the kth derivative (k fixed) of x E X at a 
fixed a E R. Show that f is a linear functional on X. 

10. Let Z be a proper subspace of an n-dimensional vector space X, and 
let Xo E X - Z. Show that there is a linear functional f on X such that 
f(xo) = 1 and f(x) = 0 for all x E Z. 

11. If x and y are different vectors in a finite dimensional vector space X, 
show that there is a linear functional f on X such that f{x) oF f{y). 

12. If ft. ... , fp are linear functionals on an n-dimensional vector space 
X, where p < n, show that there is a vector x oF 0 in X such that 
fl(X) = 0, ... ,fp{x) = O. What consequences does this result have with 
respect to linear equations? 

13. (Linear extension) Let Z be a proper subspace of an n-dimensional 
vector space X, and let f be a linear functional on Z. 'Show that f can 
be extended linearly to X, that is, there is a linear functional I on X 
such that liz = f. 

14. Let the functional f on R2 be defined by f(x) = 4~1 - 3~2' where 
x = (~1' ~2). Regard R2 as the subspace of R3 given by ~3 = O. Deter­
mine all linear extensions lof f from R2 to R3. 

15. Let Z c R3 be the subspace represented by ~2 = 0 and let f on Z be 
defined by f(x) = (~1 - ~3)/2. Find a linear extension I of f to R3 such 
that f(xo) = k (a given constant), where Xo = (1, 1, 1). Is f unique? 

2.10 Normed Spaces of Operators. Dual Space 

In Sec. 2.7 we defined the concept of a bounded linear operator and 
illustrated it by basic examples which gave the reader a first impression 
of the importance of these operators. In the present section our goal is 
as follows. We take any two normed spaces X and Y (both real or 



118 Normed Spaces. Banach Spaces 

both complex) and consider the set 

B(X, Y) 

consisting of all bounded linear operators from X into Y, that is, each 
such operator is defined on all of X.and its range lies in Y. We want to 
show that B (X, Y) can itself be made into a normed space. lO 

The whole matter is quite simple. First of all, B(X, Y) becomes a 
vector space if we define the sum Tl + T2 of two operators Tl, 
T2 E B (X, Y) in a natural way by 

and the product aT of TE B(X, Y) and a scalar a by 

(aT)x = aTx. 

Now we remember Lemma 2.7-2(b) and have at once the desired 
result: 

2.10-1 Theorem (Space B(X, Y». The vector space B(X, Y) of all 
bounded linear operators from a normed space X into a normed space Y 
is itself a normed space with norm defined by 

(1) IITxl1 
IITII=suP-II-11 = sup IITxll. 

xeX X xeX 
x .. o IIxll=l 

In what case will B(X, Y) be a Banach space? This is a central 
question, which is answered in the following theorem. It is remarkable 
that the condition in the theorem does not involve X; that is, X mayor 
may not be complete: 

2.10-2 Theorem (Completeness). If Y is a Banach space, then 
B(X, Y) is a Banach space. 

Proof. We consider an arbitrary Cauchy sequence (Tn) in 
B(X, Y) and show that (Tn) converges to an operator TE B(X, Y). 

10 B in B(X, Y) suggests "bounded." Another notatr,m for B(X, Y) is L(X, Y), 
where L suggests "linear." Both notations are common. We use B(X, Y) throughout. 
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Since (Tn) is Cauchy, for every E > 0 there is an N such that 

(m,n>N). 

For all x E X and m, n > N we thus obtain [d. (3) in Sec. 2.7] 

Now for any fixed x and given 8 we may choose E = Ex so that 
Ex Ilxll < 8. Then from (2) we have IITnx - Tmxll < 8 and see that (Tnx) is 
Cauchy in Y. Since Y is complete, (Tnx) converges, say, Tnx ~ y. 
Clearly, the limit y E Y depends on the choice of x E X. This defines an 
operator T: X ~ Y, where y = Tx. The operator T is linear since 

We prove that T is bounded and Tn ----+ T, that is, IITn - TII----+O. 
Since (2) holds for every m > Nand Tmx ~ Tx, we may let 

m ~ 00. Using the continuity of the norm, we then obtain from (2) 
for every n > N and all x E X 

(3) IITnx-Txll=IITnx-lim Tmxll= lim IITnx-Tmxll~Ellxll. 
m-+oo m-+oo 

This shows that (Tn - T) with n> N is a bounded linear operator. 
Since Tn is bounded, T = Tn - (Tn - T) is bounded, that is, 
TEB(X, Y). Furthermore, if in (3) we take the supremum over all x 
of norm 1, we obtain 

(n>N). 

Hence II Tn - Til ~ O. • 

This theorem has an important consequence with respect to the 
dual space X' of X, which is defined as follows. 

2.10-3 Definition (Dual space X'). Let X be a normed space. Then 
the set of all bounded linear functionals on X constitutes a normed 
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space with nonn defined by 

(4) Ilfll = sup If(x)1 = sup If(x)1 
XEX Ilxll XEX 

x+o JlxJI=l 

[ef. (2) in Sec. 2.8] which is called the dual spacell of X and is denoted 
by X' .• 

Since a linear functional on X maps X into R or C (the scalar field 
of X), and since R or C, taken with the usual metric, is complete, we 
see that X' is B(X, Y) with the complete space ¥=R or C. Hence 
Theorem 2.10-2 is applicable and implies the basic. 

2.10-4 Theorem (Dual space). The dual space X' of a normed space 
X is a Banach space (whether or not X is). 

It is a fundamental principle of functional analysis that investiga­
tions of spaces are often combined with those of the dual spaces. For 
this reason it is worthwhile to consider some of the more frequently 
occurring spaces and find out what their duals look like. In this 
connection the concept of an isomorphism will be helpful in under­
standing the present discussion. Remembering our consideration in 
Sec. 2.8, we give the following definition. 

An isomorphism of a normed space X onto a nonned space X is a 
bijective linear operator T: X ~ X which preserves the nonn, that 
is, for all x E X, 

IITxll=llxll· 

(Hence T is isometric.) X is then called isomorphic with X, and X and 
X are called isomorphic normed spaces.-From an abstract point of 
view, X and X are then identical, the isomorphism merely amounting 
to renaming of the elements (attaching a "tag" T to each point). 

Our first example shows that the dual space of R n is isomorphic 
with Rn; we express this more briefly by saying that the dual space of 
R n is Rn; similarly for the other examples. 

11 Other terms are dual, adjoint space and conjugate space. Remember from Sec. 2.8 
that the algebraic dual space X* of X is the vector space of 'all linear functionals on X. 
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Examples 

2.10-5 Space Rn. The dual space of R n is Rn. 

Proof. We have Rn'=Rn* by Theorem 2.7-8, and every fERn* 
has a representation (5), Sec. 2.9: 

f(x) = L 6c'Yk 

(sum from 1 to n). By the Cauchy-Schwarz inequality (Sec. 1.2), 

Taking the supremum over all x of norm 1 we obtain 

"fll~ L 1'/ . 
( )

112 

However, since for x = (1'1, ... , 'Yn) equality is achieved in the Cauchy­
Schwarz inequality, we must in fact have 

( 
n )1/2 

Ilfll = k~l 'Yk2 . 

This proves that the norm of f is the Euclidean norm, and Ilfll = llell, 
where c = ('Yk) ERn. Hence the mapping of R n, onto R n defined by 
f ~ c = ('Yk), 'Yk = f(ek), is norm preserving and, since it is linear and 
bijective, it is an isomorphism. • 

2.10-6 Space II. The dual space of [1 is [00. 

Proof. A Schauder basis (Sec. 2.3) for [1 is (ek), where ek = (Skj) 
has 1 in the kth place and zeros otherwise. Then every x E [I has a 
unique representation 

(51 

We consider any f E [V, where [v is the dual space of [1. Since f is 
linear and bounded, 

(6) f(x) = f 6c'Yk 
k~1 
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where the numbers 'Yk = f(ek) are uniquely determined by f Also 
Ilekll = 1 and 

(7) 1'Yk1 = If(ek)1 ~llfllllekll = Ilfll, sup l'Ykl ~ Ilfll· 
k 

Hence ('Yk) E r'. 
On the other hand, for every b = (13k) E 1'X> we can obtain a corre­

sponding bounded linear functional g on ll. In fact, we may define g on 
II by 

where x = (6c) Ell. Then g is linear, and boundedness follows from 

Ig(x)1 ~ L 16c(3kl ~ sup l(3il L 16c1 = Ilxll sup l(3il 
j j 

(sum from 1 to 00). Hence g E lll. 
We finally show that the norm of f is the norm on the space loo. 

From (6) we have 

Taking the supremum over all x of norm 1, we see that 

From this and (7), 

(8) 

Ilfll~sup l'YiI-
j 

Ilfll = sup l'Yjl, 
j 

which is the norm on loo. Hence this formula can be written Ilf II = Ilclloo, where 
c = ('Yj) E loo. It shows that the bijective linear mapping of [11 onto ["" 
defined by fl-----+c = ('Yj) is an isomorphism. I 

2.10-7 Space ,p. The dual space of lP is lq; here, 1 < P < +00 and q is the 
conjugate of p, that is, lip + 1/q = 1. • 
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Proof. A Schauder basis for IP is (ek), where ek = (Skj) as in the 
preceding example. Then every x E IP has a unique representation 

(9) 

We consider any f E [P', where [P' is the dual space of [P. Since f is 
linear and bounded, 

00 

(10) f(x) = L 9.:'Yk 
k~l 

Let q be the conjugate of p (cf. 1.2-3) and consider Xn = (~n)) with 

(11) 
if k ~ nand 'Yk,e 0, 

if k > n or 'Yk = O. 

By substituting this into (10) we obtain 

00 n 

f(xn) = L ~~n)'Yk = L l'Yklq • 
k~l k~l 

We also have, using (11) and (q -1)p = q, 

(sum from 1 to n). Together, 

Dividing by the last factor and using 1-l/p = l/q, we get 
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Since n is arbitrary, letting n ~ 00, we obtain 

(12) 

Hence ('Yk)E lq. 
Conversely, for any b = ((3k) E lq we can get a corresponding 

bounded linear functional g on IP. In fact, we may define g on IP by 
setting 

00 

g(x) = L ~k{3k 
k=l 

where x = (9.:) E IP. Then g is linear, and boundedness follows from the 
HOlder inequality (10), Sec. 1.2. Hence gE IP'. 

We finally prove that the norm of I is the norm on the space lq. 
From (10) and the HOlder inequality we have 

(sum from 1 to 00); hence by taking the supremum over all x of norm 1 
we obtain 

Ilfll~ L 1'Yklq . ( )
l/q 

From (12) we see that the equality sign must hold, that is, 

(13) 

This can be writtell IIIII = Ilcllq, where c = ('Yk) E lq and 'Yk = I(ek)' The 
mapping of IP' onto lq defined by I~ c is linear and bijective, and 
from (13) we see that it is norm preserving, so that it is an 
isomorphism. I 

What is the significance of these and similar examples? In applica­
tions it is frequently quite useful to know the gen'eral form of bounded 
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linear functionals on spaces of practical importance, and many spaces 
have been investigated in that respect. Our examples give general 
representations of bounded linear functionals on R n , 11 and IP with 
p> 1. The space era, b] will be considered later, in Sec. 4.4, since this 
will require additional tools (in particular the so-called Hahn-Banach 
theorem). 

Furthermore, remembering the discussion of the second algebraic 
dual space X** in Sec. 2.8, we may ask whether it is worthwhile to 
consider X" = (X')" the second dual space of X. The answer is in the 
affirmative, but we have to postpone this discussion until Sec. 4.6 
where we develop suitable tools for obtaining substantial results in that 
direction. At present let us turn to matters which are somewhat 
simpler, namely, to inner product and Hilbert spaces. We shall see that 
these are special normed spaces which are of great importance in 
applications. 

Problems 

1. What is the zero element of the vector space B(X, Y)? The inverse of a 
TE B(X, Y) in the sense of Def. 2.1-1? 

2. The operators and functionals considered in the text are defined on the 
entire space X. Show that without that assumption, in the case of 
functionals we still have the following theorem. If f and g are bounded 
linear functionals with domains in a normed space X, then for any 
nonzero scalars a and {3 the linear combination h = af + (3g is a 
bounded linear functional with domain 2ll(h) =211(f) n~(g). 

3. Extend the theorem in Prob. 2 to bounded linear operators Tl and T2 • 

4. Let X and Y be normed spaces and Tn: X ~ Y (n = 1, 2,"') 
bounded linear operators. Show that convergence Tn ~ T implies 
that for every e > 0 there is an N such that for all n > N and all x in any 
given closed ball we have IITnx - Txll < e. 

5. Show that 2.8-5 is in agreement with 2.10-5. 

6. If X is the space of ordered n-tuples of real numbers and Ilxll = max I~jl, 
J 

where x = (~], ... , ~"), what is the corresponding norm on the dual 
space X'? 

7. What conclusion can we draw from 2.10-6 with respect to the space X 
of all ordered n-tuples of real numbers? 
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8. Show that the dual space of the space Co is II. (a. Prob. 1 in Sec. 2.3.) 

9. Show that a linear functional f on a vector space X is uniquely 
determined by its values on a Hamel basis for X. (a. Sec. 2.1.) 

10. Let X and Y;io{O} be normed spaces, where dimX=oo. Show that 
there is at least one unbounded linear operator T: X ~ Y. (Use a 
Hamel basis.) 

11. If X is a normed space and dim X = 00, show that the dual space X' is 
not identical with the algebraic dual space X*. 

12. (Completeness) The examples in the text can be used to prove 
completeness of certain spaces. How? For what spaces? 

1~ (Annihilator) Let M;io 0 be any subset of a normed space X. The 
annihilator M a of M is defined to be the set of all bounded linear 
functionals on X which are zero everywhere on M. Thus M a is a subset 
of the dual space X' of X. Show that M a is a vector subspace of X' and 
is closed. What are xa and {o}a? 

14. If M is an m-dimensional subspace of an n-dimensional normed space 
X, show that M a is an (n - m)-dimensional subspace of X'. Formulate 
this as a theorem about solutions of a system of linear equations. 

15. Let M={(1, 0, -1), (1, -1, 0), (0, 1, -1)}cR3 • Find a basis for M a • 
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